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Abstract 

In wireless local area networks (WLANs), if the channel medium is busy due to long 

reservation time by a station’s medium access, other stations must wait for the medium 

busy time, interframe spaces and a random backoff period. This contention-based 

medium-access mechanism provides collision avoidance, but it limits wireless system 

performance; thus, service quality and throughput efficiency are severely degraded in 

highly dense networks. In this paper, an interference-aware opportunistic secure 

communications (OSC) scheme is proposed. The OSC scheme allows the wireless stations 

to transmit their data information to a neighbor node which has a high link quality in an 

interference perspective through an idle channel. In next contention, the neighbor node 

has a higher priority to transmit the aggregated data frames, which include data 

information from other stations to an access point (AP). The evaluation results confirm 

that the OSC can improve network throughput and station throughput by more than 5 

times in dense network conditions, compared with the conventional channel-access 

mechanism. 

 

Keywords: Interference-aware, medium-access control, CSMA/CA, opportunistic 

transmission, dense network, WLAN. 

 

1. Introduction 

Wireless local area networks (WLANs) are rapidly becoming pervasive, connecting 

massive devices worldwide in highly dense networks to offer wireless connectivity for 

seamless and high-quality services [1-3]. WLAN standards have evolved immensely over 

the years based on carrier-sense multiple access with collision avoidance (CSMA/CA), 

and they provide backward compatibility with previous versions [4]. In WLANs, each 

station signals its intent to transmit data frames before doing so. The CSMA/CA channel-

access mechanism adopts a random backoff algorithm that determines wait time before 

trying to use the channel. When the backoff time expires, the station check the medium 

status again to verify a clear channel. If the channel is still busy, another backoff interval 

is initiated that is shorter than the previous one. The process continues until that wait time 

reaches zero, and the channel is clear. Since this "listen before taking” method is used in 

CSMA/CA networks, any station wanting to transmit data must first verify that the 

channel is clear before transmitting, thereby avoiding potential collisions [5-7]. 

In a typical WLAN, stations connected to one network access point (AP) contend with 

each other to acquire a transmission opportunity (TXOP) for communicating with the AP. 

Furthermore, 802.11-based WLANs allow a station to acquire a long TXOP for a 

predetermined period in order to improve throughput efficiency by reducing 

communication overheads [8]. During the period in which a station having acquired a 

TXOP occupies a given channel, the other stations wait in a standby mode until the 

transmission period is terminated. That is, due to the protocol characteristic of the 
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CSMA/CA, only a specific station is allowed to communicate with the AP by using a 

given channel resource during a specific time, based on the competition and avoidance 

scheme using a back-off algorithm and a carrier-sense algorithm. 

However, as more wireless Internet of Things are connected in the limited channel 

frequency, the failure probability of packet communications is expected to increase due to 

intentional and unintentional interference from other devices [2, 3, 9]. In dense networks, 

the conventional channel access mechanism is not effective in terms of channel utilization 

efficiency when multiple basic service sets (BSSs) are overlapped in dense networks. The 

factors contributing to the inefficiency can be summarized as follows. 

First, the transmission and reception performance of the stations and the environments 

around the stations vary. However, WLAN technology adopts a method in which the 

stations contend with each other to acquire a TXOP on a shared medium according to the 

CSMA/CA protocol, without considering these differences. A station acquiring a TXOP is 

determined on the basis of a simple backoff scheme, without reflecting the link 

performance with the AP during the TXOP acquisition process. Therefore, when a station 

having poor link performance with the AP occupies a channel, it may cause a reduction in 

the general performance of the network. 

Second, it is not common that all the channels of the ISM bands are always used in the 

real world. However, when an AP and one station communicate with each other through 

the CSMA/CA protocol, all stations except for one station should be in a standby state 

until the TXOP period of the terminal occupying a channel is terminated. Therefore, when 

a specific station occupies a channel, the remaining channels are not used. 

Third, as the number of stations in a BSS increases, the throughput efficiency of the 

conventional competition and collision avoidance scheme decreases due to overheads 

caused by the backoff time, interframe space (IFS), and packet header.  When a relatively 

short packet is transmitted during the TXOP period acquired through the contention 

among multiple stations and the channel occupation is terminated, the efficiency is further 

degraded. 

Channel interference effect and protection mechanisms have been investigated. 

However, their scope has been confined to analyzing interferences effects on legacy 

11a/b/g/n wireless LAN systems [10, 11], while other studies have suggested using 

centralized channel assignment techniques or channel hopping [12, 13]. However, the 

channel hopping schemes are not effective due to protocol overheads. Also, the protection 

mechanisms of [14-16] require modification of the current standard. In [17, 18], the 

authors proposed interference-aware self-optimizing receiver design, but the solutions are 

limited in their ability to mitigate the interference effect on the receiver.  

In this paper, an interference-aware opportunistic secure communications (OSC) 

scheme is proposed. The OSC scheme allows the waiting stations to transmit their data 

frames to a relaying node which has a high link quality through an idle channel. In the 

next contention after the prior TXOP, the relaying node has a higher priority to transmit 

the aggregated frames to the AP after receiving data frames from other stations. The 

evaluation results demonstrate the significantly improved performance of the OSC 

scheme compared with the conventional channel access schemes in dense networks. This 

work is the first work to improve network throughput in dense networks for CSMA/CA-

based WLANs allowing simultaneous transmissions through a secondary channel by 

stations waiting for the primary channel during TXOP. The proposed OSC scheme 

overcomes the disadvantage of the existing CSMA/CA protocol that it does not consider 

differential channel environments among the AP and the stations by allowing stations to 

optimize the network before taking next TXOP. 

The remainder of this paper is organized as follows. In Section 2, the conventional 

channel access mechanism is overviewed. In Section 3, the proposed interference-aware 

transmission opportunity scheme is proposed. In Section 4, the evaluation results are 

presented, and finally Section 5 draws conclusions. 
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2. Conventional Channel Access Mechanism 
 

2.1. Protocol Overheads 

Traditionally, WLAN technologies have been evolving to improve throughput by 

reducing communication overheads, and improving operation efficiency. Therefore, 

throughput is an important performance metric in the design and optimization of WLANs. 

Throughput can be obtained by dividing a successfully transmitted payload length by the 

total transmission time. Throughput differs depending on channel states. When the 

channel state is poor, packet errors frequently occur, and the number of retransmissions 

increases. Then, the throughput efficiency is degraded as much by overheads caused by 

retransmission time including the additional transmission time, the IFS time, and the 

backoff time. 

 

 

Figure 1. Packet Transmission Protocol and Overhead in WLAN 

Figure 1 is a diagram showing a packet transmission protocol of the WLAN standard 

and the overhead according to the packet transmission protocol. When a data frame is 

transmitted, an acknowledge (ACK) signal corresponding to the data is transmitted after a 

short interframe space (SIFS), which is a predetermined short interframe time value. Even 

when an ACK signal is transmitted, a time corresponding to an SIFS, which is the 

minimum value for a subsequent transmission, needs to pass. After that, transmission is 

performed after a point coordination function (PCF) interframe space (PIFS), a distributed 

coordination function (DCF) interframe space (DIFS), an arbitration interframe space 

(AIFS[AC1]), or an AIFS [AC2]. The time after the DIFS, the AIFS[AC1], or the 

AIFS[AC2] includes a contention window. As described above, the interframe spaces, 

ACK transmission time, and contention windows occurring after the transmission of the 

respective data serve as overheads that degrade the throughput efficiency of data 

transmission. 
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2.2. Communication Overheads 

In addition, when an AP handles multiple stations, the channel states between the AP 

and the stations may differ depending on the positions of the stations and the surrounding 

environments, such as interference caused by other wireless equipment, obstacles, and 

refraction and reflection of waves. In the WLAN standard, however, stations may acquire 

TXOPs according to their own backoff algorithm without considering the differential 

channel environments among the AP and the stations. 

Figure 2 is a timing diagram showing channel access among an AP and five stations, in 

which a TXOP is acquired according to the WLAN technology. While STA1 occupies a 

channel from time T1 to T2, that is, during the TXOP period of STA1, STA2 to STA5 

should wait until the channel occupation of STA1 is terminated. Even though an uplink 

traffic case is shown in this figure, a downlink traffic case would be the same. Even when 

one station occupies the channel after time T2, the other stations should be in a standby 

state. Regardless of the channel states, all the stations contend with each other to acquire a 

TXOP and then transmit data. In short, the WLAN technology that is currently used is not 

effective in terms of network throughput and channel utilization. 

 

 

Figure 2. TXOP Operation in CSMA/CA 

3. Interference-Aware Opportunistic Transmission 

In this section, an interference-aware opportunistic secure communications (OSC) 

method is proposed to improve the throughput performance of WLANs in dense networks 

in the order of its operation, methodology, and analytical model. 

 

3.1. OSC Operation 

In the proposed OSC approach, while a specific station transmits data in a channel for 

which a TXOP is acquired through the contention-based CSMA/CA protocol, other 
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stations that did not acquire a TXOP transmit their data to a station having a favorable 

channel state with the AP by using an adjacent channel that is not being used at that time. 

After that, when the channel occupation of the specific station is terminated, the station 

having the favorable channel state acquires a channel occupation priority. 

While a specific station communicates with the AP through a specific channel in a 

BSS, the other stations perform communication to improve the frame delivery ratio and 

throughput efficiency by using one of the remaining frequency channels. That is, when a 

specific station communicates with the AP in the BSS, the network is set in an optimal 

state to effectively use the channel in the next TXOP. Furthermore, short packets 

transmitted by multiple stations through the remaining channels are aggregated and then 

transmitted to the AP through a channel having a high quality. Using such a method, it is 

possible to improve the overall throughput efficiency and the channel utilization.  

 

 

Figure 3. OSC Operation in Dense Network Condition 

Figure 3 is a diagram showing a network configuration for OSC operation in a dense 

network condition. In this figure, basic service sets (BSS) determined by the respective 

APs AP1 to AP3 are discriminated and represented by BSS1, 2, and 3. Furthermore, the 

communications between the respective stations and the APs or the communications 

between the stations are indicated by two-way arrows. The communications may be 

described as follows. Here, CX-SY-AZ on a two-way arrow represents an example in 

which station Y communicates with AP Z through channel X. For example, C1-S1-A1 

means that STA1 (S1) communicates with AP1 (A1) through channel 1 (C1). 

When the STA1 occupies channel 1 according to the existing CSMA/CA protocol, 

stations STA3, STA4, and STA5 transmit data to STA2, which statistically has the most 

favorable channel state with AP1, by using channel 3 which is not used while STA1 uses 

channel 1. When the channel occupation of STA1 is terminated, a long TXOP 

corresponding to the length of packets to be transmitted by STA3, STA4, and STA5 is 

preferentially given to STA2. 

Packets that were scheduled to be transmitted by multiple stations are aggregated to 

minimize the protocol and communication overheads through a station that has a good 
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link quality with AP. Therefore, the retransmission rate is reduced to improve the overall 

throughput. The backoff time for channel occupation contention, the IFS, and the packet 

header overhead are reduced. Accordingly, the throughput efficiency and channel 

resource utilization are improved. Therefore, the BSS1 of AP1 utilizes two channels, C1 

and C3, at the same time. That is, when STA2 acquires a TXOP to occupy channel C1, 

the terminals STA1, STA3, and STA4 use channel C3 to relay data to the terminal STA2, 

which is of the greatest advantage in acquiring the next TXOP. 

 

 

Figure 4. OSC Operation in Dense Network 

Figure 4 shows a timing diagram in which data frames are transmitted in OSC 

operation. In this figure, first communication from T1 to T2 is performed between the 

STA1 and the AP through channel 1. In the conventional method, even when one station 

occupies only channel 1, the other stations should wait before they acquire the channel 

through a subsequent contention period. However, simultaneous communications among 

the other terminals can be performed in the proposed OSC scheme. At this time, the 

communications include a case in which a station transmits data to another station, STA2, 

which is of great advantage in communicating with the AP, such that the data is relayed. 

After data frames are transmitted to STA2 from other stations, a channel between the 

terminal STA2 and the AP is formed through a contention with higher priority in the time 

from T2 to T3, and STA2 transmits the data frame to the AP through a selected channel, 

for example, channel 3. At this time, STA2 aggregates the data frames received from 

other stations and then transmits the aggregated data. Furthermore, the AP informs STA2 

of the result of the data frames received from STA2 through a block ACK (BA) signal. 

The AP stores the statistical link quality of the stations communicating with the AP and 

state information. Then, the AP informs stations belonging to the BSS of multiple stations 

that are of advantage in acquiring a subsequent TXOP through a control signal. The AP 

also periodically senses idle channels and builds an available channel list utilizing 
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spectrum-sensing schemes [19, 20] and secondary antenna to scan the channels [21]. Thus, 

the AP can inform the stations belonging to the BSS of a channel which is currently used 

and a channel that is not used among the adjacent channels by using a control signal. 

Stations that do not occupy a channel contend with each other to acquire a TXOP in the 

remaining channels. When the channel information such as signal-to-interference-noise 

ratio (SINR), a packet error rate (PER) and the available channel list between AP and 

stations is shared, data frames are transmitted to a station having a favorable channel state 

with the AP in the order of terminals occupying the channels. After the channel 

occupation is terminated, priority is given to a station to which data packets are relayed 

and buffered when the next TXOP is determined. 

The proposed method employs the OSC scheme for enhanced CSMA/CA. When a 

specific station occupies a channel for a long time, stations that did not occupy the 

channel transmit data to the station that has the best transmission efficiency when 

acquiring the next TXOP, for example, a station having a good link quality with the AP to 

be transmitted at the next time, or an arbitrary station, by using an idle channel that is not 

used. The station receiving the data preferentially acquires the next TXOP. Therefore, it is 

possible to improve the overall throughput and frequency efficiency. When the proposed 

method is applied, it is possible to increase the throughput efficiency, channel utilization, 

and network efficiency in wireless communication systems in which the stations acquire a 

TXOP according to the CSMA/CA protocol. 

 

 

Figure 5. Aggregate PSDU Frame Format for OSC 

Figure 5 shows an aggregated frame structure for the proposed OSC scheme. In the 

frame format, a single training sequence at the front of the physical layer convergence 

protocol (PLCP) protocol data unit (PPDU) is followed by a framing structure that 

consists of the physical layer (PHY) signaling fields delimiting PLCP service data units 

(PSDUs). The PHY signaling fields include length, rate, and PHY ID (PID) information. 

The length and rate information are used to inform the duration of the PSDU that follows. 

The PID indicates the source device’s address of the PSDU. A bit in the signal field is 

used to indicate the last PSDUs in the aggregate. Therefore, data aggregated to a single 

station is more efficiently handled. The PID is encoded by BSS color bits to indicate the 

BSS index when normal frame transmission mode is applied while PIDs in multiple signal 

fields are partial association IDs for the destination stations’ IDs. 

Transmission over a wireless medium is error prone. Therefore, if a station receives a 

data frame addressed to it, it sends an ACK frame immediately. In the proposed OSC 

scheme, since data frames of multiple stations are delivered in the form of aggregated 

PSDUs through a relaying node, an ACK frame indicates the PID number as well as the 

PSDU sequence number in the form of block ACK. For example, STA1 is transferring 

data to the AP. STA3, 4, and 5 transmit data in an adjacent idle channel to STA2, which is 

selected as a relaying node. When the TXOP of STA1 is terminated and the medium is 

idle, STA2 accesses the medium and transmits the aggregated data frame to the AP. If the 

AP finishes demodulating the frame, it responds with a block ACK that includes a bitmap. 
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The block ACK bitmap indicates the receive status of PSDUs corresponding to PIDs. 

Upon receiving the block ACK frame, the multiple originators discard acknowledged data 

frames and requeue the PSDUs not acknowledged. Then, each station begins channel 

access again to retransmit. 

The AP allocates the relaying node and the secondary channel for simultaneous 

transmission so that all stations in the BSS contend and transmit to the relaying node 

through the secondary channel during the TXOP of STA1. The AP indicates that the 

relaying node’s PID and the secondary channel index in the field of service field in RTS 

and CTS frames. This information can be delivered by newly defined request and 

response frames for OSC, but RTS and CTS frames can be used like the dynamic 

bandwidth allocation mechanism of IEEE 802.11ac standard [5-7]. 

 

3. Performance Evaluation 

In this section, the evaluation methodology and results are presented. The proposed 

OSC scheme was evaluated using a computer simulation. To verify the functionality and 

performance of the OSC scheme, the simulation model was built on a bit- and cycle-

accurate C simulator, which is the same model used for the implemented commercial 

chipset, and it was certified through standard Wi-Fi certification procedures [17]. 

Figure 6 presents the effect of error probability on throughput per station. In this 

experiment, 1,000 bytes payload length was assumed. As a result, a transmission attempt 

could fail due to channel errors caused by noise and interference. Interference and 

collision due to contending stations lowers the throughput per station. However, if the 

proposed OSC scheme is applied, the throughput is improved significantly. For example, 

the OSC scheme achieved a throughput of 25 Mbps (10 times higher) at 0.5 error 

probability, compared with 2.5 Mbps when the number of stations was 5. This is because 

the OSC scheme allows waiting stations to transmit data frames to a relay node that has a 

high-quality link to be optimized for the next TXOP. Then, the relay node aggregates the 

frames and obtains a TXOP with a higher priority. This interference-aware opportunistic 

property can improve the network throughput and throughput per station significantly. 

 

 

Figure 6. Throughput per Station vs. Error Probability 
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Figure 7. Network Throughput vs. Number of Stations 

Figure 7 demonstrates the evaluation results for network throughput in relation to the 

number of stations in the BSS. In this experiment, PSDU lengths of 100 bytes or 1,000 

bytes were assumed. The results clearly show the advantage of adopting the proposed 

OSC scheme. When the number of stations was increased, the throughput of the 

conventional transmission scheme was saturated in a very low network capacity range. If 

the proposed OSC scheme was applied, the network throughput was significantly 

improved. The overall throughput improvement of the OSC scheme was more than 6 

times that of the conventional scheme. 

 

5. Conclusion 

In this paper, the limitations of the existing channel access mechanism in dense 

networks were investigated. Even though it is commonly implemented for Wi-Fi devices 

to communicate in the shared access to a wireless medium through carrier-sensing 

multiple access, the conventional medium-access mechanism makes wireless networks 

underutilized, coverage-limited, and capacity-limited.  

To fully utilize network resources, the OSC scheme offers a means to improve network 

capacity and efficiency. Besides transmitting their own generated traffic to a good-quality 

relaying node, even if the channel of the BSS is reserved by a station, the relaying node is 

charged with forwarding traffic from stations routing through it. The proposed OSC 

scheme can mitigate the spectrum scarcity and low channel utilization caused by 

CSMA/CA in a static channel utilization. Recognizing that frequency resources are 

limited and not fully utilized, the proposed OSC approach is more useful because it 

improves channel utilization efficiency in dense networks. For future work, the proposed 

OSC approach will be implemented and demonstrated in a real testbed. 
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