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Abstract 

A novel neural network disturbance observer-based adaptive tracking control 

approach for robot manipulator is presented in the paper. Using the concept of ‘dominant 

input’, the robot manipulator is transferred into several SISO systems with the unknown 

compound disturbance which consists of external disturbance, internal parameter 

uncertainty and cross-coupling of subsystems. In order to reduce the restrained 

conditions on the disturbance, the compound disturbance is monitored by the designed 

neural network observer. Then parameters update laws and control laws based on 

Lyapunov theory and neural network observer are proposed to guarantee that all the 

signals in the system are uniformly ultimately bounded and achieve given tracking 

performance index. Finally, the simulation results are presented to demonstrate the 

efficiency of the control scheme. 

 

Keywords: robot manipulator, neural network disturbance observer, tracking control, 

dominant input 

 

1. Introduction 

In the three decades, the progress of robotics goes from the standard applications of 

industrial robots to new fields, such as space, service robotics, medical service, and force 

feedback systems etc. In general, robot manipulators are multivariable nonlinear systems. 

Its dynamics is governed by highly nonlinear coupled, time-varying system with many 

uncertainties such as load variation, friction, and external disturbance etc. Due to these 

uncertainties system error becomes large, when a robot manipulator operates at high 

speed. It is a challenging problem in control field to find an effective control scheme to 

achieve accurate tracking of the desired motion (Khoygani et al., 2015; Singh et al., 2013; 

Han et al., 2015; Cuong et al., 2016). 

The control technology for robotic motion and force has developed closely along with 

the development of control theories. Recently, the application of intelligent control such 

as fuzzy control and neural control to the position control of robotic manipulator have 

received considerable attention. A robust neural network output feedback control scheme 

that includes a novel neural network observer is presented for the motion control of robot 

manipulator (Kim et al., 1999). A kind of fuzzy disturbance observer approach is 

presented (Kim et al. 2002; Kim et al. 2004) for a class of SISO nonlinear system. This 

approach aims to observe the compound disturbance made of external disturbance and 

internal uncertainties through application of the universal approximation of fuzzy logic 
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system, and to design control law of system based on this observer. A neural network 

disturbance observer approach for a class of MIMO system is introduced (Chen al., 2006). 

To further simplify the system design, this paper proposes a novel robust tracking 

control method for robot manipulators with unknown external disturbances and internal 

uncertainties based on neural network observer. A prominent feature of this method is its 

application of the concept of ‘dominant input’ (Liu et al. 2002). That is to say, a m m -

dimensional MIMO system will be decomposed into m SISO systems for their respective 

design. As for each subsystem, the neural network disturbance observer will be designed 

to observe the compound disturbance which consists of external disturbance, internal 

uncertainty and cross-coupling of subsystems, and novel control law and parameter 

update law will be deduced from observer to guarantee that all the signals in the system 

are uniformly ultimately. At the same time, robust control is introduced in controller for 

overcoming the effects of observational error. This paper proves the availability of the 

method in both theory and simulation experiment.  

The rest of the paper is organized as follows. Firstly, the problem is formulated in 

Section II. Design of neural network disturbance observer and H∞ controller is given in 

III. Stability analysis of control system is given in Section IV. In Section V, simulation 

results are presented to confirm the effectiveness and applicability of the proposed 

method. Section VI contains the conclusions. 

 

2. Problem Formulation 

The traditional dynamic model of a n-Degree of Freedom (DOF) robot manipulator is 

presumed to be in the subsequent form by Lewis et al. (1999) 

( ) ( , ) ( ) ( )H q q C q q q u t                                                                                                (1) 

Where ( ) n nH q R   represents the inertia matrix, ( , ) n nC q q R  represents the centripetal-

coriolis matrix, ( ) nq R   represents the gravity effects, nR   denotes the friction effects, 

( ) nu t R signifies the torque input control vector and , , nq q q R  signify link position, 

velocity and acceleration correspondingly. Figure 1 describes the configuration of 2-DOF 

robot manipulator  

 

 

Figure 1. Configuration of 2-DOF Robot Manipulator 

Where 
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(a sin a cos ) (a sin a cos )( )
( , ) ( , ) ( )

(a sin a cos )

                                      
0

q q q q q q q q q
M q q C q q q

q q q

hq hq hq q

hq q


     

    
 

     
    
   

 

The other parameters are as following 
2 2 2

1 1 1 c1 e e ce e 1a I m I m ml l l     , 2

2 e e cea I m l  , 3 e 1 cea m cos30l l , 4 e 1 cea m sin30l l , 1m 1kg

, em 2kg , 1 1ml  , c1 0.5ml  , ce 0.6ml  , 2

1I 0.12kgm , 2

eI 0.25kgm . 

According to the above parameters, 11 12

21 22

( )
H H

H q
H H

 
  
 

is a positive definite matrix. 

Rewriting equation (1) as 

 

 

1

1 11 12 2 1 2 1 1 1

2 21 22 1 2 2 2

22 2 12 1 22 1 2 1

21 2 11 1 21 1 2 211 22 12 21

0

1
       

q H H hq hq hq q u

q H H hq q u

H hq H hq H hq hq q

H hq H hq H hq hq qH H H H






               

              
            

     
    

      

22 12 1

21 11 2

H H u

H H u

     
    

     

        (2) 

The relative order of the system is  1 2, [2,2]r r  .Defining
1 2,T T Tx x x    ,  ,T

i i ix q q , 

1,2i  . 

Rewriting equation (2) as 

 ( ) ( ) ( )

                                      T

x A x B F x G x u x

y C x

     



                                                                                   (3) 

According to the relative order of the system, the input-output equation is  
1

2

( )

1

1 11 2 21( )

2

( ) ( ) ( ) ( ) ( ), ,
r

r

y
F x F x G x u G x u x y x y x

y


 
       

 
                                        (4) 

 

Where  

1 1

2

( )
( ) ( ) ( , )

( )

f x
F x H q M q q

f x

 
   
 

, 11 12 1

21 22

( ) ( )
( ) ( )

( ) ( )

g x g x
G x H q

g x g x

 
  
 

. 1

2

( )
( )

( )

f x
F x

f x

 
   

 
and 

11 12

21 22

( ) ( )
( )

( ) ( )

g x g x
G x

g x g x

  
   

  
are the parameter uncertainty. 

1 1

2

( , )
( , ) ( )

( , )

q q
q q H q

q q


 


 

   
 

,      1 2 1 2 1 2, , , , ,TA diag A A B diag B B C diag C C            

 
0 1 0

, , 1 0 , 1,2
0 0 1

i i iA B C i
   

        
   

. 

The 2 2 -dimensional MIMO system given in（4）can be seen as 2 SISO systems. 

And its subsystem is as the following  
2

( )

1 1 2 2

1

 ( ) ( ) ( ) ( ) ( )ir

i i i i i ij j i

j

y f x f x g x u g x u g x u 


                                                       (5) 

and 1,2i  . The output of this subsystem will be influenced by the input from 1u  to 2u . 

Choosing an input as ‘dominant input’ among these 2 inputs marked as iu
and the rest 

will be taken as the disturbance. We obtain 
( )

2 2

1 1

( ) ( ) ( , )

( , ) ( ) ( ) ( )

ir

i i ii i i

i i ij j ij j i

j j
j i

y f x g x u x u

x u f x g x u g x u



 
 



  

                                                                      (6) 

In this way, a 2 2 -dimensional MIMO system can be decomposed into 2 SISO 

systems.  
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In this paper, the universal approximation of neural networks is used as disturbance 

observer to observe the overall compound disturbance of system. And a robust adaptive 

controller is designed consequently to make input iy  in system (3) and ( 1)
, , ir

i iy y
  to track 

the bounded reference signal idy and its corresponding derivatives. As for a given 

disturbance attenuation level constant 0  , the following H∞ tracking performance 

index will be obtained 

2 2
2 2 2

0 0
1 1

1 1 1 1 1 1
(0) (0) (0) (0) (0)

2 2 2 2 2 2

T T
T T T

i i i i

i ii i

e Qedt e Pe dt    
  

  
       

  
             (7) 

Where 0i  is learning rate. 0i  is design parameter, [0, )T   , 1 2[ , ]T T Te e e  are 

output vectors of tracking error. i  is vector of parameter approximating error . i is error 

of disturbance observation. i is the upper bound for neural networks approximating 

error.  1 2,P diag P P ,  1 2,Q diag Q Q . 

 

3. Designs of Neural Network Disturbance Observer and H∞ Controller 

Considering system（6）, and we also define 

i id ie y y  , ( 1)
[ , ]ir T

i i i ie e e e


 ,
1

[ ] i

i

rT

i ir irk k k R    

The output of neural network disturbance observer is ˆ
i . If ˆ

i  can approximate the 

disturbance i  of system well, then we can choose the controller in the following form for 

system (6) with considering ( ) 0iig x   

 
1

ˆ( )
( )

i i i i ia

ii

u f x v u
g x

                                                                                            (8)                         

where ( )ir T

i id i iv y k e  , iau  is the robust control input proposed subsequently. 

Substituting（8）to（6）, we can get 
( ) ˆir T

i i i i i iae k e u                                                                                                       (9) 

Rewriting equation (9) as following 
ˆ( )i i i i i i i iae Ae B B u                                                                                                (10) 

where

1 2 1

0 1 0 0

0 0 1 0

i i i

i

ir ir ir ir

A

k k k k
 

 
 
 
 
 
     

,

0

0

1

iB

 
 
 
 
 
 

. 

Assumption 1: if xx M , xM  is a compact set, then the optimal parameter of neural 

networks is defined as  

* ˆarg min sup | |
i i x

i i i
x M

  
 

 
  

 
                                                                                           (11) 

where { ||| || }i i i iM    means the subset with hope border, iM is the design parameter. 

And the output of neural network disturbance observer is ˆ T

i i   . 1( , , )T

i i iM   is 

adjustable parameter vector. 1( ) ( ( ) ( ))T

Mx x x   is the basis function vector. 

According to universal approximation theorem, the existence of optimal parameter 
*

i can make *ˆ ( | )i ix   approximate to compound disturbance i  as much as possible. 

Therefore 
* *ˆ( ) ( | ) T

i i i i i ix x          , i i                                                                         (12) 

where i is the approximation error. i is the upper bound of approximation error. Then 

equation（10）can be written as 



International Journal of Control and Automation 

Vol. 10, No. 10 (2017) 

 

 

Copyright © 2017 SERSC Australia 5 

*( ( ) ( ) )

   ( )

T T

i i i i i i i i ia

T

i i i i i ia i i

e Ae B x x B u

Ae B x B u B

    

  

    

   
                                                      (13) 

*

i i i     is the parameter approximating error. The H∞ controller of error is chosen as 

1 T

ia i i iu B Pe
r

                                                                                                                (14)                      

 0T

i iP P   is the solution to the following equation 

2

2 1
0T T T

i i i i i i i i i i i i iP A A P Q PB B P PB B P
r 

                                                                    (15) 

Where 0iQ  . The proper weight is chosen to make 22 r   to obtain a symmetric 

positive semi-definite solution. Choosing  i-th disturbance observer system as the 

following 

ˆ( , )i i i i ip x      ,  p

i R                                                                                       (16) 

where ( 1)ˆ ˆ( , ) ( ) ( )ir

i i i i i ii ip x y f x g x u  
    .  

Define disturbance observation error ( 1)ir

i i iy 
  , then from (6) and (16),the dynamic 

of disturbance observation error can be derived as 
ˆ

i i i i i                                                                                                                 (17) 

If 0i  , which means ( 1)ir

i iy 
 ,then output ˆ

i  of neural network is proved to 

approximate to unknown disturbance i . 

Theorem 1: Assuming using neural network disturbance observer (16) to estimate 

disturbance, taking the controller (8) as the controller of system (6), and choosing 

adaptive law of neural network parameters as: 

( ) ( )T

i i i i i i ie PB x x                                                                                                  (18) 

Then the observation errors are uniformly ultimately bounded, and the tracking error of 

system (6) is smaller than the given performance index:  

2 2 2

0 0

1 1 1 1 1 1
(0) (0) (0) (0) (0)

2 2 2 2 2 2

T T
T T T

i i i i i i i i i i

i i

e Q e dt e Pe dt    
 

 
     

 
                    (19)                 

0i  is learning rate. 0i  is design parameter. *

i i i    . 

Proof: Choosing an adequate Lyapunov function as 

21 1 1

2 2 2

T T

i i i i i i i

i

V e Pe   


                                                                                           (20) 

Taking the time derivative of iV , and considering (14) , then we get 

1 1
( ) ( )  

2

T T T T T T T

i i i i i i i i i i i i i i ia i i i i i i i i

i

V e A P P A e e PB x e PB u e PB      


                               (21) 

Taking （14）,（15）,（17）,（18）into account in above equation. 

2

2

1 1
  

2 2

T T T T

i i i i i i i i i i i i i i i i i iV e Q e e PB B Pe e PB     


                                                     (22) 

We know 2 2 21

2 2

i

i i i i i i

i


     


     , then 

2

2

1 1 1

2 22

1 1 1 1

2 2

T T T T

i i i i i i i i i i i i i i i

i

T

T T T

i i i i i i i i i i i

V e Q e e PB B Pe e PB

e Q e B Pe B Pe

 


 
 

    

    
        

     
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2 2 2

2 2 2 2

min

1 1
  

2 2

1 1 1
( )

2 2 2

i i

i

i i i i

i

Q e

  


   


 

   

                                                                              (23) 

If 
min min

1 1

( ) ( )
i i i

i i i

e
Q Q

  
  

   then 0iV  .                   

The Lyapunov function for the overall system structure is 1 2V V V  , taking the time 

derivative of V ,we get 1 2V V V  . Then 

1 2 0V V V                                                                                                                 (24)   

So, the closed-loop system’s stability is guaranteed with the effect of designed 

controller. And the error of observer will be uniformly ultimately bounded.  

 Integrating equation（24）,we can get 

2 2 2

0 0

1 1 1
( ) (0)

2 2 2

T T
T

i i i i i i i

i

V T V e Q e dt dt  


 
     

 
                                                    (25) 

Because ( ) 0iV T  , according to (25),we can get equation (19). This completes the 

proof. The overall system will get H∞ tracking performance（7）. 

 

4. Simulation Study 

The design parameters are selected as  

1 2

10

10
Q Q

 
   

 
，  0.05  ，  0.005r  ，   1 2 1,2

T
k k  ，  1 2 10   ， 

1 218, 5   . 1 2

15 5

5 5
P P

 
   

 
is the solution to Riccati equation (15). The control 

objective is to force the system output y  to follow the desired trajectory that is employed 

as   1 2, [cos (t-0.5),cos ]
4 6

d d dq q q t
  

   
 

. 

RBF neural network disturbance observer is ˆ T

i i   , 1,2i  . 1( ) ( ( ) ( ))T

Mx x x   is 

the basic function vector ,where
   

2
( ) exp , 1, ,

T

i i

i

i

x x
x i M

 




   
  

  

，

 1 2 3 4, , ,
T

i i i i i     is the center of Gaussian function. i  is the width. M is the node 

number.  

According to the design process, we can get the control law as following    

 1 1 1 1 1 1 1

11

1
( , ) 2 ( )

( )

T

d au f q q q e e x u
g q

         

 1 1 1200 5 5au e e    

 1 1 1 118 5 5 ( ) 18 ( )e e x x       

1 1 110 ( )x       

 2 2 2 2 2 2 2

22

1
( , ) 2 ( )

( )

T

d au f q q q e e x u
g q

         

 2 2 2200 5 5au e e    

 2 2 2 25 5 5 ( ) 5 ( )e e x x       

2 2 210 ( )x       
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The system initial conditions are  (0) 1,0,0,0
T

x  .Considering the disturbance 

 0.1sin(0.3 ) 0.2sin(0.2 )t t  ， ，The simulation results using MATLAB are shown in Figure 

2 and Figure 3. 

 

 

Figure 2. Plots of Output 1Tracking of System 

 

Figure 3. Plots of Output 2Tracking of System 

Considering the influence of system parameters uncertainty,
1

2

-0.25sin( )
( , )

0.25sin( )

q
F q q

q

 
   

 
，

 

 
1 2 1 2

1 2 1 2

0.25 0.125 sin( )sin( ) cos( )cos( )
( , )

0.125 sin( )sin( ) cos( )cos( ) 0.25

q q q q
G q q

q q q q

  
   

  
  

 

The simulation results are shown in Figure 4 and Figure 5. 
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Figure 4. Plots of Output 1Tracking of System 

 

Figure 5. Plots of Output 2Tracking of System 

It can be seen that the actual trajectory converges rapidly to the desired one and the 

system has strong anti-disturbance ability. It can also realize the tracking control when the 

system has the parameters uncertainty and disturbance. These simulation results 

demonstrate the tracking capability of the proposed controller and its effectiveness for 

control tracking of robot manipulator with disturbance and parameter uncertainty. 

 

5. Conclusions 

The paper presents a neural network tracking control approach based on disturbance 

observer for robot manipulator with unknown external disturbance and parameter 

uncertainty. By using the concept of ‘dominant input’, the robot manipulator is transferred 

into several SISO systems with the unknown compound disturbance which consists of 

external disturbance, internal parameter uncertainty and cross-coupling of subsystems. 

The compound disturbance is monitored by the designed neural network observer and 

then control law and parameters update law of system are designed based on the neural 

network disturbance observer. The simulation results show that the tracking capability of 

the proposed controller which can guarantee all the signals in the system are uniformly 

ultimately bounded. Our further research will be focused on such applications of the 

proposed neural network disturbance observer. 
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