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Abstract 

Aiming at the uncertainties that existed in the dynamic model of robot may 

cause instability.This paper has proposed a RBF neural network adaptive control strategy 

based on sub-block approximation algorithm, in this strategy, sliding model control was 

used to control trajectory of the joints of robot, and utilize the RBF neural network to 

approximate the each uncertain in the dynamic model of robot. In order to verify the 

validity of the control algorithm, we realized the RBF neural network adaptive control 

strategy based on sub-block approximation algorithm in MATLAB. The simulation results 

show that compared with the RBF neural network adaptive control strategy based on 

integral approximation for uncertainness, the proposed control method has features with 

good position tracking, the smooth movement, effective approaches, etc. 

 

Keywords: Sliding model control, Model approximation, RBF neural network, Sub-
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1. Introduction 

In recent years, there are some researching results about the trajectory tracking of 

robot[1].Seeing From the control system of manipulator, there is coupling between each 

joint of manipulator, the existed coupling may make the robot more strong coupling, 

highly nonlinear, time-varying and so forth[2]. 

So, an effective intelligent control strategy for robot has always been a hotspot in 

research of robot control[3].The  traditional model-based control algorithm for robot is to 

be implemented based on the accurate mathematical model, but there have existed strong 

coupling, highly nonlinear, time-varying and so forth in the robot system. The model 

parameters change along with its position, posture and load changes, at the same time 

there has interference, model uncertainties and other factors in the system, due to the 

mentioned uncertainties，it is difficult to convergence trajectory tracking error[4],in that 

case , it made the design of the controller into a difficult task . 

In order to achieve the online compensation control for the uncertainties, control 

algorithms have been proposed to achieve the online compensation control for the 

uncertainties. Such as, adaptive control, SMC, improved-PID and so forth. Adaptive 

control focuses on containing parameter uncertainties that can be linearized, but it has 

strict real-time, complex implementation, the adaptive control is difficult to guarantee the 

stability of system and achieve the control performance especially in the condition that 

there existed parameter uncertainties [3-5]. 

Robust control has better control effect, this method needs to know that the upper 

bound of the uncertainty, but it is hard to get its upper bounds of the uncertainties of the 

manipulator in the actual applications [6-7].Considering the defect of above methods, so 

http://dict.cnki.net/dict_result.aspx?searchword=%e5%bc%ba%e8%80%a6%e5%90%88&tjType=sentence&style=&t=strong+coupling
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as to Ensures the control system has good dynamic performance and robust performance, 

many scholars have made the intelligent control method, robust control and adaptive 

control together to control the system [8-10]. 

Artificial intelligence neural network control has the good ability to  approximate the 

highly nonlinear, it has proposed a  new way to solve the problem of the robot control. In 

that case, intelligent control based on neural network has been widely used in the 

precision control of robot system with uncertainties [11-14]. 

In this presentation, aiming at the uncertainness that existed in the dynamic model of 

robot may cause instability.This paper has proposed a RBF neural network adaptive 

control strategy based on sub-block approximation algorithm, in this strategy, sliding 

model control was used to control trajectory of the joints of robot, and utilize the RBF 

neural network to approximate the each uncertain in the dynamic model of robot. In order 

to verify the validity of the control algorithm, we realized the RBF neural network 

adaptive control strategy based on sub-block approximation algorithm in MATLAB. The 

simulation results show that compared with the RBF neural network adaptive control 

strategy based on integral approximation for uncertainness, the proposed control method 

has features with good position tracking, the smooth movement, effective approaches, etc. 

 

2. Problem Statement 

Supposed that the equation for manipulator with n joints is: 

                                      
.. . . .

, dM q q C q q q G q F q  
   

       
   

                       (1) 

Where,  M q  is positive definite inertia matrix with ,n n
.

,C q q
 
 
 

 is inertia matrix 

with ,n n  G q  is inertia vector with 1,n
.

F q
 
 
 

is  the friction force, d is unknown  

external disturbance,  is input of control. 

    Define the position tracking error as : 

                                              de t q t q t                                                                (2) 

    Define error function as ： 

                                                             

.

r e e                                                            (3) 

Where 
T 0,    then 

                        

                 

. .

. .. .. .. ..

.. .

.. . . .

q q

r q q q q

q q

q q

d

d d

dd

dd d

d

r e

M M e M e M

M e C G F

M e Cr C e G F

Cr f

 

 

 

   

   
        

   

 
        

 

   
            

   

    
             (4) 

Where:  
.. . . .

q q .d df x M e Cr C e G F
   

         
   

 

In practice, the model uncertainties f  is unknown, so we need to approximate the  

uncertainties. 
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In this paper we adopt the RBF to approximate the uncertainties, according to equation 

of  f x , the  input of RBF  network is: 

                                          

. . ..
T T T T T

d d dx e e q q q
 

  
                                                    

(5) 

    Define the control law as:                               

                                                           
^

   vf K r
                                                                    

(6) 

Where,  
^

f x  is   estimation value for  f x . 

The control law type (6) generation type (4), put the  (6) into equation (4), we can get 

that: 

   
. ^ ^

0r v d v d vM Cr f K r f K C r f K C r                     (7) 

Where 
^

0, df f f f      

Define Lyapunov function as: 

                   
 21 1

2 2

TL r Mr f                                                       (8) 

Then  

     

. .
. . . .

0

.
.

0

1 1
2

2 2

T T T T T

v

T T

v

L r M r r M r f f r K r r M C r r f f

L r r K r f f





 
         

 

  
      (9) 

When the vK  is constant ，the stability of control system rely on the 0  and f   . The 

ideal algorithm for RBF network by using RBF network to approximate uncertainties is: 

           
 

   

2 2 , 1,2, ,i i ig x c i n

f x W x

 

 

  

 
                                    (10)  

Where x is input of RBF，  1 2 1    ,  is approximation error by using 

RBF neural network. 

 

3. Controller based on RBF with Overall Approach 
 

3.1. The Design of the Controller 

Adopt the RBF neural network to approach the f ，then the output of the RBF  neural 

network is ： 

   
^^

Tf x W x                                                               (11)                                                

  Taken  

                           
^

maxW =W-W,
F

W W                                                              (12) 

Define the control law as:                               

                              
^^

T

v vf x K r v W x K r v                                        (13) 

Where v  is the robust item that is used to overcome the approximation error by using 

RBF neural network 
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Put the control law (12) into equation (4)，then: 

                 
.

1r
T

v d vM K C r w x v K C r                        (14) 

Where    1

T

dw x v       . 

 

3.2. Stability and Convergence Analysis 

If there have  v t  ,   and d  will cause different convergence. 

 (1)Take   0v t  ，there have and d  

Define Lyapunov  function as: 

     

11 1

2 2

T

TL r Mr tr W F W 
   

 
                                            (15) 

 Then 

                  

.
. . .

11

2

T

T TL r M r r M r tr W F W
 
   
 
 

                                              (16) 

Put  (14) into (16)，we can obtain: 

       

.
. .

11
2

2

T

T T T T

v dL r K r r M C r trW F W r r  
 

           
  
 

              (17) 

 

Considering the robot features, we take: 

                                                               

.

TW F r 
                                                  (18) 

Then , the neural network adaptive law is: 

                                                                

.
^

TW F r                                                   (19) 

                       
.

2

min+ -KT T

v d v N dL r K r r r b r                                 (20) 

where .N d db   ，  

When meet the convergence condition of the following 
.

0L  : 

                                                        minKN d vr b                                           (21) 

(2)Take   0, 0, 0dv t      

Define Lyapunov  function as: 

                                    
11 1

2 2

T

TL r Mr tr W F W 
   

 
                                    (22) 

Then the neural network adaptive and control  law are: 

                                      
T

vW x K r                                                            (23) 

                                      

.
^

TW F r                                                        (24) 

By equation (3), we obtain: 
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                                
.

r
T

vM K C r w x                                                  (25)     

                     
. . .1
L r

2

T T

vr M M r r K r                                                (26) 

Due to the
.. .

L ,T

vr K r  then 

..

L is bounded, according to the barbalat lemma 
.

L 0,  

so, r 0 . 

(3)Take   0,v t   and there have  and d ，also the adaptive law is 

Define Lyapunov function and control law same as (22) and (23), the adaptive law is： 

                                

.
^ ^

TW F r kF r W                                               (27) 

According to (17) ，there has : 

        

.
. .

11
2

2

T

T T T T

v dL r K r r M C r trW F W r r  
 

           
  
 

     (28) 

Put (27) into (28),then  

   

   

. T

T T T T

v d

T

T T

v d

L r K r trW r k r w r r

r K r k r trW w w r

   

 

       

     

                (29) 

Due to  

              
 

2 2

,
T

F
F F F F

trW W W W W W w W W
 

     
                  (30)    

                   

 

 

.
2

min max

min max

v d

F F

v d

F F

L K r k r w W W r

r K r k w W W

 

 

 
      

 

  
       

  

                (31) 

Because  

                  

 

 

min max

2

2

max max min=k 2 4

v d

F F

v d

F

K r k w W W

W W kW K r

 

 

  
     

  

 
     

 

                  (32)    

So in order to make 
.

0L  ，we need that: 

                        
 2

max

min

d

v

kW
r

K

  
                                                 (33) 

or 

                                      2

max max2 4 d

F

W W kW k                     (34) 

(4)There have   and d ，and also consider the robust item  v t  

We design the robust item  v t  as： 
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                             sgndv r                                                           (35)   

Take the (13) as control law, and adaptive law for RBF  is(19). 

Define Lyapunov function as: 

11 1

2 2

T

TL r Mr tr W F W 
   

 
                             (36) 

Then  
.

. . .
11

2

T

T TL r M r r M r tr W F W
 
   
 
 

                              (37) 

because 

              0T T T T

d d d dr v r r v r r                                 (38) 

 Then  

                                            
.

0L                                                           (39)

 

 

 

4. RBF Neural Network Adaptive Control Strategy Based On Sub-

Block Approximation Algorithm 
 

4.1. Control Law 

Take the control law as： 

                          
^ T

vW x K r v                                                     (40) 

Take equation (35) as robust item v . 

By equation (4),  f x  can be written as： 

                                
. .

1 2,f x M q t C q q t G q F q 
   

      
   

                    (41)  

Where    
.. . .

1 2, = e
d d

t q e t q    . 

Adopt the RBF neural network to approach the uncertainties based on sub-block 

approximation algorithm, we can approximate the each factors based on sub-block  

approximation algorithm: 

                     

   

   

^ ^ ^ . ^ .

^ ^ ^ . ^ .

, , , ,

, .

T T

M VM V

T T

G FG F

M q M q C q q M q q

G q M q F q M q

 

 

   
    

   

   
    

   

                            (42) 

Then  

                               
^ ^ ^ ^ ^

1 2

M

T T T T
V

M V G F

G

F

f x W t W t W W




 





 
 

        
 
 

               (43) 
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Where  
^ ^ ^ ^ ^

,

M

T T T T T
V

M V G F

G

F

x W W W W W










 
 

        
 
 

。 

Define the adaptive law as： 

                                 

.
^ ^

T
M MM M M MW F r k F r W                                             (44)       

                                    

.
^ ^

T
V VV V V VW F r k F r W                                              (45) 

                                

.
^ ^

T
G GG G G GW F r k F r W                                             (46) 

                               

.
^ ^

T
F FF F F FW F r k F r W                                               (47) 

Where 0, 0, 0, 0M V G Fk k k k    . 

 

4.2. Stability Analysis 

Define Lyapunov  function as: 

                

1 1

1 1

1 1 1

2 2 2

1 1

2 2

T T

T
M M V VM V

T T

G G F FG F

L r Mr tr W F W tr W F W

tr W F W tr W F W

 

 

   
     

   

   
    

   

                       (48)      

  

. . .
1 1

1 1

1

2

T T

T T
M M V VM V

T T

G G F FG F

L r M r r M r tr W F W tr W F W

tr W F W tr W F W

 

 

   
      

   

   
    

   

                       (49) 

Put (14)into (49)，then 

 

.
. .

1

. . .

1 1 1

1
2

2

T

T T T T T
M Mv d M M

T T T

T T T
V V G G F FV V G G F F

L r K r r M C r r r v trW F W r

trW F W r trW F W r trW F W r

  

  



  

 
            

  
 

     
          
     
     

    (50) 

Considering the robot features, and put the adaptive law in to the (44)-(47),then： 

   

 

. T T

T
M M V Vv M M V V

T T

T T
G G F FG G F F d

L r K r k r trW W W k r trW W W

k r trW W W k r trW W W r r v 

   
        

   

   
         

   

           (51) 

Due to 
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2 2

,
T

F
F F F

trW W W W W W W W W
   

       
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                         (52) 

Considering (34)，then 
.

2

min max max

max max

min max max

max

M M V Vv M M V V

F F F F

G G F FG G F F

F F F F

M M V Vv M M V V

F F F F

G G F FG G F

F F F F

L K r k r W W W k r W W W

k r W W W k r W W W

K r k r W W W k r W W W

r
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   
        

   

   
      

   

   
      

   
 

 
   

 
maxFW

 
 
 
  

  
   

(53) 

Due to 

          

2

2

max max max2 4F F F

F F F

k W W W k W W kW
   

      
   

              (54) 

In order to ensure 
.

0L  ，then  

    

2 2 2 2

max max max max

min

4 4 4 4M V G F

v

k W k W k W k W
r

K

  
                         (55) 

                     

max max

max max

M VM V

F F

G FG F

F F

W W W W

W W W W

 

 

 and  

and  and

                                  (56)    

 

5. Numerical Simulation 

In order to verify the effectiveness of the proposed algorithm in this paper， take the 

robot arm system with two joints as the research object，we realized the RBF neural 

network adaptive control strategy based on sub-block approximation algorithm in 

MATLAB, the dynamics model for the robot arm system with two joints was: 

   
.. . . .

, dM q q V q q q G q F q  
   

       
   

 

Where  

  1 2 3 2 2 3 2

2 3 2 2

2 cos cos
,
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p p p q p p q
M q

p p q p

   
  

 
 

 
 

 

   

. . .

. 3 2 3 22 1 2

.

3 21

4 1 5 1 2

5 1 2

. .

sin sin
,

sin 0

cos cos
,

cos

0.02sgn , 0.2sin 0.2sin .
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d

p q q p q q q
V q q

p q q

p g q p q q
G q

p g q q

F q q t t

  
          

   
 

  
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 Control algorithm is realized by using Simulink and S function. Adopt the RBF neural 

network adaptive control strategy based on integral approximation for uncertainness, in 

this algorithm take (12) as the control law,(18) as adaptive law,in the RBF neural network 

adaptive control strategy based on sub-block approximation algorithm, take (39) as the 

control law,(43-46) as adaptive laws .The simulation results were shown in fgiure1 to 

Figure 6.Figure 1 and Figure 2 are position tracking by using the RBF neural network 

adaptive control strategy based on integral approximation for uncertainness and the RBF 

neural network adaptive control strategy based on sub-block approximation algorithm, 

Figure 3 and Figure 4 are input of the RBF neural network adaptive control strategy based 

on integral approximation for uncertainness and the RBF neural network adaptive control 

strategy based on sub-block approximation algorithm, Figure 5 and Figure 6 are 

approximation results. 

 

 

Figure 1. Position Tracking by Using the RBF Neural Network Adaptive 
Control Strategy Based On Integral Approximation for Uncertainness 

 

Figure 2. Position Tracking By Using the RBF Neural Network Adaptive 
Control Strategy Based On Sub-Block Approximation Algorithm 
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Figure 3. Input of the RBF Neural Network Adaptive Control Strategy Based 
On Integral Approximation for Uncertainness  

 

                                

Figure 4. Input of the RBF Neural Network Adaptive Control Strategy Based 
On Sub-Block Approximation Algorithm 

 

Figure 5. Approximation Results by Using the RBF Neural Network Adaptive 
Control Strategy Based On Sub-Block Approximation Algorithm    
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Figure 6. Approximation Results by Using the RBF Neural Network Adaptive 
Control Strategy Based On Integral Approximation for Uncertainness     

From the Figure 1 and Figure 2 we can find that, compared with the RBF neural 

network adaptive control strategy based on integral approximation for uncertainness, the 

proposed control method has features with better convergence at 0-5S,there have 

chattering phenomenon  in the  RBF neural network adaptive control strategy based on 

integral approximation for uncertainness, Figure 3 and Figure 4 revealed the input of the 

RBF neural network adaptive control strategy based on integral approximation for 

uncertainness and the RBF neural network adaptive control strategy based on sub-block 

approximation algorithm, they shown that compared with the RBF neural network 

adaptive control strategy based on integral approximation for uncertainness, the proposed 

control method has features with smooth movement. 

 

6. Conclusions 

Aiming at the uncertainties that existed in the dynamic model of robot may 

cause instability. This paper has proposed a RBF neural network adaptive control strategy 

based on sub-block approximation algorithm,  

(1)In this strategy, sliding model control was used to control trajectory of the joints of 

robot, and utilize the RBF neural network to approximate the each uncertain in the 

dynamic model of robot. 

(2)We have proved the stability of the proposed control algorithm based on the 

lyapunov stability theory. 

(3) In order to verify the effectiveness of the proposed algorithm in this paper， we 

realized the RBF neural network adaptive control strategy based on sub-block 

approximation algorithm in MATLAB, compared with the RBF neural network adaptive 

control strategy based on integral approximation for uncertainness, the proposed control 

method has features with better convergence at 0-5S,there have chattering phenomenon  

in the  RBF neural network adaptive control strategy based on integral approximation for 

uncertainness, the proposed control method has features with good position tracking, the 

smooth movement, effective approaches, etc. 
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