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Abstract 
The paper proposes the model of the data integrations systems with which the buyer/user 

searches and aggregates organizational entity from multiple heterogeneous data sources in 
order to have a contract with the proper entity for the new project. The requirement for the 
systems is to retrieve and integrate heterogeneous data which is non- or semi-structured. 
And, the systems need to be alerted when the data is changed. The proposed model supports 
services to retrieve and integrate an entity(s) and it also alerts the update of the entities to the 
user. Besides, the systems store and compute Big Data using Hadoop platform. 
 

Keywords: information integration, heterogeneous data sources, situation awareness, in-
formation retrieval, Big Data 
 
1. Introduction 

It is not easy to find out the proper IT solution providers, especially for government pro-
jects as people has manually researched and aggregated the profiles of the possible business 
contractors in order to address the possible IT solutions. The profile needs to include the rele-
vant business licenses, organizations’ structures, and data related to Air Force SEP, ISO 9000, 
CMMI (Capability Maturity Model Integration), and Agile. However, the legacy approach 
involves manual search, manual aggregation, and the data must be constantly refreshed, 
which is expensive, labor intensive and time consuming processes. As web and its n-tier ar-
chitecture has been popular in the world, we could build a web application that can continu-
ously search for information sources, aggregate and rank the results in a persistent database, 
and alert the users the change of the interesting entities at SA (Situation Awareness) situation 
to provide an up-to-date profile of organizational entities. The web solution will reduce the 
labor intense and avoid government over-commitment and abandonment of processes during 
an emergency, quick-response situation. 

The paper illustrates the possible systems design and approach to implement this web ap-
plication that provides built-in functions to retrieve, aggregate, manage data and profile quali-
fications for IT solutions. 

In order to measure the qualification of an entity to have a contract, we can use the Air 
Force System Engineering Process (SEP), ISO 9000, CMMI, and Agile. However, it is labor 
intensive to search and aggregate data from heterogeneous data sources to asses an organiza-
tional entity. Furthermore, the heterogeneous data sources can be both structured (Database, 
XML and JSON files) and non-structured (raw data files and web). Besides, data from the 
data sources is large scale data that is more than tera- or peta-bytes. It also becomes worse 
when the user monitors the status of the interesting entities continuously over time, especially 
at the moment of situation awareness. Therefore, we need a web application that can continu-
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ously search information sources, and aggregate and rank the results in a persistent database 
to provide an up-to-date profile of organizational entities. 

The paper is composed of the following sections. Section II illustrates related works. Sec-
tion III presents background such as system engineering, information integration and retriev-
al. Section IV shows the proposed model. And, finally, section V is the conclusion 
 
2. Related Work 

Naveen et al., [31] implement Ebox system that provides integrated access to multiple het-
erogeneous data sources relevant to providing situational awareness during emergency re-
sponse situations. The user of the system can receive the useful information from the multiple 
sources at the emergency situation.  

Woo et al., [16-18] design an information integration model on N-tier architecture with a 
global XML schema for a specific domain, which is a format that each heterogeneous data 
source generates XML data to be migrated to a global data source. Woo et al., [25, 26] also 
illustrates and presents a possible e-Business architecture integrated with an enterprise search 
engine. 

Woo et al., proposes Market Basket Analysis algorithms using Hadoop and HBase. The al-
gorithms are built in MapReduce that runs on Hadoop parallel systems with multiple nodes 
[11-14]. 
 
3. Background 

Situation Awareness (SA) is defined as “the ability to identify, process, and compre-
hend the critical elements of information about what is happening to the team with re-
gards to the mission” [30]. In this paper, SA is defined as the situation that the user is 
alerted when the profiles of the interesting organizational entities are changed. The 
background of the processes can be described in the following. First, system engineer-
ing approaches - CMMI, SEP, and ISO 9000 - are presented. Second, data migration 
and integration concepts are explained. Finally, data retrieval technologies for struc-
tured and non-structured data are illustrated. 
 
3.1. System Engineering Approaches 

There is a standard to measure the qualification of the enterprises that can provide IT 
solutions. There several system engineering approaches such as CMMI, SEP, and ISO 
9000, which are used to profile the qualifications of Small Business and Large Business 
Contractors for implementing IT solutions. 

System Engineering Process (SEP) is a process that applies system engineering tech-
niques - technical management and problem-solving processes - to develop all kinds of 
systems. SEP has a meta model that is composed of four processes: Agreement, Project, 
Technical and Evaluation. Agreement process is to establish an agreement with the cus-
tomer, in order to build a new system. Project process is to plan the project and be mod-
ified during technical process. Technical process designs and develops the project. Fi-
nally, evaluation process is to repeatedly check out whether the requirements are met, 
valid, and consistent [5, 6]. DoD system engineering is composed of 8 Technical Man-
agement Processes and 8 Management Processes. Technical Management Processes are 
equivalent to the Systems Analysis and Control portion to support and control the ap-
plication of the Technical Processes during system development in order to meet pro-
gram or project objectives [6]. 
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International Standard Organization (ISO) 9000 addresses Quality Management fami-
lies that consist of standards and guidelines relating to quality management systems and 
related supporting standards. The families fulfill the customer's quality requirements 
and applicable regulatory requirements while meeting customer satisfaction and achiev-
ing continual improvement of its performance in pursuit of these objectives. ISO 9001 
is one of the families, which illustrates the requirements of quality management system. 
Proper quality management improves business, create a more efficient, effective opera-
tion, enhance marketing, and increase customer satisfaction. ISO 9001 sometimes 
makes people concern because of the amount of money, time and paperwork required 
for its registration [7, 8]. 

Capability Maturity Model Integration (CMMI) is a process improvement approach 
that provides organizations with the essential elements for effective process improve-
ment in software engineering and organizational development. Thus, it guides process 
improvement across a project, a division, or an entire organization. An enterprise can be 
appraised not certified in CMMI so that it can be awarded a maturity level rating (1-5) 
or a capability level maturity profile. By the appraisal, the external customers and sup-
pliers can be informed how well the organization’s processes to CMMI best practices. 
Besides, customers can use the appraisal for the contractual requirements [1-3]. We can 
refer to the web site of Software Engineering Institute at Carnegie Mellon University, 
which lists the appraisal results of many organizations [4]. 

Agile provides rapid results and more frequently visible business benefits with light 
and adaptive iterations so that it has been adopted in software engineering project be-
fore the web [32]. But, Agile has become popular lately to work with iterations and 
sprint teams. A section of a project needs to be delivered successfully to the next sprint 
team. And, if not, the section should be iteratively retested and updated before shipped.  

Lately, people adopt both CMMI and Agile together as CMMI focuses on what the 
project does and Agile focuses on how to develop the project, which can complement 
each other. CMMI enables an agile team to give the team a system engineering practic-
es for a large project. And, Agile provides a method to develop the project, which is 
missing at CMMI [32]. 
 
3.2. Data Migration and Integration 

In order to integrate data from multiple heterogeneous data sources, we need two 
processes: data migration and data integration. Data migration is to retrieve and collect 
data from the data sources and store them into the third data source in a format speci-
fied. There are many issues to resolve for it. First, we must know the data sources. If 
data sources are at the same organization, we should connect data sources with data 
source connection information by a security authentication and authorization. If data 
sources are at the different organizations, it will become more complicated. Thus, peo-
ple contract and share data as feed data such as in RDF and RSS format, which are ei-
ther XML or Json data. Otherwise, we need to search the web sites of related data, col-
lect the relevant data, and transform them to the desired format [17-19]. 

After data is collected, we need to integrate data into a DB, that is, global integrated 
DB, by converting them to the proper format of the DB. Data integration processes are: 
first, to check if each data exists in the DB and then update data; second, to remove or 
combine duplicated data from the heterogeneous data [17, 18]. If the data is a large 
scale data that is more than tera- or peta-bytes, Hadoop big data systems can be used to 
store and compute Big Data. When the data is updated or deleted, SA situation occurs. 
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It can be simply implemented with email and Short Message Service (SMS) that sends 
text message to phone. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
3.3. Search Engines 

We can use enterprise search engine that searches local DBs, for example, Solr and 
Fast. After searching the data sources, the engine indexes data specified and stores in-
dexed data into the repository of the engine. Another is web search engine that searches 
web sites. 

Lucene is one of open source apache software projects supported by the Apache 
Software Foundation. It is the text search engine library in Java [19]. Solr is an open 
source enterprise search engine on the Lucene APIs. Solr runs on servlet engine and has 
many features such as hit highlighting, faceted search, caching, replication, and a web 
administration interface with XML/HTTP and JSON APIs [20]. FAST [23] is an enter-
prise search engine and a product of Microsoft. It supports geographical search function 
as well as all features of Solr. LocalLucene is to support geographical search capabili-
ties to Lucene. LocalSolr provides the geographical search capabilities by using Local-
Lucene APIs [21, 22].  

Searchable Data 
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Data Migration / Integration Service using Hadoop 

HDFS Re-
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Global Integrated DB 

Post/Index DB data 
to the search en-
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Figure 1. The Proposed Architecture 
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As data becomes large-scale data lately, that is, Big Data, Solr search engine is inte-
grated with Hadoop platform that can store and compute Big Data on HDFS and Ha-
doop core functions. Thus, we can even implement the architecture using Hadoop plat-
form for Big Data [33]. 
 
4. Proposed Model 
 
4.1. Objectives 

The paper proposes the model that searches and aggregates organizational entity from mul-
tiple heterogeneous data sources. Besides, when the profiles of interesting entities are updat-
ed, the user should be alerted. The model needs several processes: 1) selecting the data 
sources that have the profiles of entities, 2) migrating and integrating data from the data 
sources, 3) searching for the proper entities over the integrated data source, and 4) the user 
can keep the interesting entities and be alerted by email and SMS when the entities are updat-
ed. We assume that we have the information of the data and data sources that we can access. 
Thus, the selecting process 1) is based on the algorithm and use cases that follow the way to 
research and aggregate data manually to assess an organizational entity.  
 
4.2. Implementation 

Figure 1 illustrates the proposed architecture. It is mainly composed of web search engine, 
data migration/integration service, enterprise search engine, and web application service. We 
implement the model in open source tools and APIs because the tools are free and proven in 
the market. Apache Solr search engines on Hadoop platform can handle and integrate Big 
Data.  
 
a) Implementing Data Migration/Integration Function 

Web Search Engine is needed to collect non-structured data, for example, html documents, 
from web sites. The search engine periodically crawls through, searches for, and indexes data 
of web pages at the web sites given. We suggest to use Apache Nutch [24] engine for web 
searching by specifying the web sites given by buyers of data. And, in order to retrieve and 
store the data at the local data source from the repository of the search engine, we need to 
implement and provide Data Conversion and Parsing Service. After the periodic web data 
search and indexing, the service retrieves data of the repository by queries. And, the service 
parses and converts collected data to the desired data format for data integration and stored 
into local data source DSn. We combine Apache Solr [19-22, 32] search engine and Nutch so 
that we can use Solr’s search APIs in order to collect, parse, and covert data, then finally store 
converted data into local data source DSn. Besides, Solr runs on Hadoop in order to handle 
Big Data from the heterogeneous data sources. 

Data Migration and Integration service retrieves heterogeneous data periodically from mul-
tiple data sources. And, the service parses and converts the data to the specified format by 
using the dictionary and mapping service. Then, the data in the format needs to be merged 
into the Global Integrated DB.  

For example, data of DS1 has data format {local ID1, column 11, column 12, …., column 
1l}. And, data of DS2 has data format {local ID2, column 21, column 22, …., column 2m}. 
And, global data has data format {global ID, list of local IDs, column 1, column 2, …., col-
umn n}. The columns of data DS 1 can be mapped to the columns of the global data as fol-
lows: [column 11 -> column 1, column 13 -> column 2, …, column 1l -> column n]. 
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Figure 3.2 illustrates how to integrate profiles’ data of an organization into DS3 from DS1 
and DS2. IDs of Tables 1 and 3 are mapped to Local IDs of Table 2. Columns name, city, and 
state of Tables 1 and 3 are mapped to the correspondent columns of Table 2 respectively. 
CMMI Maturity level of Table 1 is mapped to Maturity column of Table 2. And, ISO 9001 
certified column information of Table 3 is mapped to Certified column of Table 2. 
 
b) Implementing Search Function 

Once we have integrated data at the global integrated DB as shown in Figure 2, we need to 
index the columns for relevant search, which is related to machine learning algorithm. We use 
Solr [20] enterprise search engine to search for the proper organizational entities based on 
dynamic machine learning search algorithm. The developer (or administrator) of Solr needs to 
define columns to index and specify the relevancy weight of the columns.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

For example, if Table 3 has the data {00012123, {1111: DS1, 123:DS3}, “ABC Inc”, 
“Category: IT”, “310-340-xxxx”, “Santa Monica”, CA, ‘5’, ‘Y’}, we can specify indexable 
columns for category “Category: IT”, CMMI Maturity level ‘5’, and ISO 9001 certified ‘Y’. 
And, we could give weight 50% to the category, 75% to CMMI Maturity Level, and 75% to 
ISO 9001 certified columns respectively. Then, when the search engine display the search 
results, the highly relevant search results will be displayed first. Once we have more infor-
mation how to retrieve and sort data from the buyer, we can define the relevancy as required. 
Besides, we can also implement dynamic relevancy – machine learning algorithm - that dy-
namically update the relevancy by giving the different weights to the columns from the in-
formation from the buyer. 

As shown in Figure 1, Our Searchable Data Generator Service periodically retrieves data 
from the global DB and generates XML or Json files. And, it posts XML or Json files to the 
Solr search engine and the search engine indexes the XML (or Json) elements as specified 
above. Then, the indexed data are stored at the repository of the search engine. XML (or Json) 
file looks as shown in Figure 3. Besides, Data Alert Service is for SA, which keeps the user’s 

Table 1. ABC Inc’s Profile with CMMI Appraisal Result from DS1 
 

id name city state zip Team Leader Maturity Level 
1111 ABC Inc Santa Monica CA 90040 Tom Cruise 5 

 

Table 2. ABC Inc’s Profile at Global Integrated Table from DS3 
 

id Local IDs name phone city state Maturity Certi-
fied 

00012123 
{1111: 
DS1, 
123:DS3} 

ABC 
Inc 

310-340-
xxxx 

Santa 
Monica CA 5 Y 

 

Table 3. ABC Inc’s Profile with ISO 9001 Certificate from DS2 
 

id name phone city state zip ISO 9001 
certified 

123 ABCInc 310-340-xxxx Santa Monica CA 90040 Y 
 

Figure 2. Data Integration Example 
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contact information and interesting data. When the profile data is updated, the service sends 
an alert to the user. 

Our web site has search functions that are built with Solr search APIs. Thus, when the user 
searches for organizational entities by queries, the APIs request for search results. And, the 
search engine looks for the entities’ information at the repository then it sends the response 
back to the user with the relevant search results that are displayed on the user’s web browser. 
For example, Figure 4 shows the example GUI view for search. The user chooses “>3” for 
CMMI maturity level that is greater than 3, “Yes” for ISO 9001 certified, and “IT” for catego-
ry in order to search for entities that are good fit to the queries. 
 
c) Use Cases 

 

 

 

 

 

 

 

 

 

 

 
 
 

In order to build the systems shown in Figure 1, we need several use cases that direct what 
to implement. The use cases with the services are illustrated as follows: 
 
Goal: A user searches for and assesses the profiles of entities at the web site to find the 
proper contractors for IT solutions, which are collected from the multiple heterogene-
ous data sources. 
 
Assumption: 

(1) The buyers give us the steps and processes to search and retrieve the profiles of the 
organizational entities. 

(2) Data sources include web sites that need to be searched for by web search engine. 
 
Use Cases for Web Search Engine: 

(1) Web Search Engine periodically crawls through, searches for, and collects the enti-
ties’ web sites given by buyers. 

(2) Data Conversion/Parsing Service converts the collected data to the proper format and 
stores them to the data source. 
 

<docs> 
    <doc> 
       <field name = “id”> 00012123 </field> 
       <field name = “name”> ABC Inc </field> 
       <field name = “zip”> 90030 </field> 
       <field name = “category”> IT </field> 
       <field name = “maturity”> 5 </field> 
       <field name = “certified”> y </field> 
    </doc> 
    <doc> 
… 
</docs> 
 

Figure 3. XML Documents Example for Solr 
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Use Cases for Data Integration/Migration: 

(1) Data Integration/Migration Service periodically retrieve data from the multiple data 
sources – including data source at the web search engine. 

(2) The service combines by following the mapping information and stores the data to 
the global integrated DB. 
 
 
 

 

 

 

 

 

 

 

 

 
 
 
Use Cases for Data Indexing: 

(1) Searchable Data Generator Service periodically generates XML files from the global 
integrated DB. 

(2) The service posts the XML files to the enterprise search engine. 
 
Use Cases for Situation Awareness: 

(1) Data Alert Service keeps the user’s contact information for the user’s interesting data. 

(2) Data Alert Service sends an alert to the user when the user’s interesting data is updat-
ed. 
 
Use Cases for User: 

(1) The user opens the web site and logs in 

(2) The user chooses the queries from the drop down menus given and clicks on submit 
button. 

a. Or/and the user types in the queries at the text field and clicks on submit button. 

(3) The site moves to new page that displays the search results that show the profiles of 
the entities by relevant order. 
 
5. Conclusion 

The paper presents the model that integrates heterogeneous data sources and retrieves 
information from the integrated database in order to find the proper IT businesses that 

CMMI Maturity Level > 3 

ISO 9001 Certified Yes 

Category IT 

Submit 

Figure 4 Example Search Web Page 

Search for Entities 
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satisfy the system engineering standards. Besides, the profile data of the businesses are 
updated periodically so that the model has the function to update the data on SA. It is to 
assist buyers to easily search for the proper vendors who are qualified for the buyers’ 
projects. 

The model is built in Nutch web search engine and Solr on Hadoop platform to col-
lect web and local Big Data using J2EE. And, the data is collected in XML (or Json) 
and integrated into local DB using Hadoop platform. The model is implemented on N-
tier web architecture so that the buyers can conveniently find the proper vendors. 
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