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Abstract 

In this fast entertainment era Twenty-20 cricket becomes one of the most popular 

entertaining sports in all aged persons. Multi-criteria analysis plays a vital role to measure 

the performance of cricketers and Decision tree technique helps us to classify in very efficient 

manner. This paper makes use of Technique for Order Preference by Similarity to Ideal 

Solution (TOPSIS) method to produce the overall performance of the all-rounder of Indian 

Premier League (IPL) T-20 session-III cricket tournament. The results of TOPSIS method are 

further used to classify all-rounder in four different categories by using Decision tree.  

Finally, this paper proposed a multi-criteria decision tree approach which provides accurate 

& efficient data classification upon the players’ performance.   

 

Keywords: Multi-Criteria Analysis, Decision Tree, Data Classification, Performance 

Measure, Twenty-20 Cricket 
 

1. Introduction 

Multi-Criteria Analysis (MCA), a promising and important field of study was introduced in 

the early 70’s for supporting decision makers who are faced with making numerous and 

conflicting evaluations for both quantitative and qualitative evaluation criteria. Several MCA 

techniques like Simple Additive Weighting Model (SAW), Technique for Order  Preference  

by  Similarity to Ideal Solution (TOPSIS) [1], Analytical Hierarchy Process (AHP) [2,  3], 

PROMETHEE, ELECTRE, etc. has been widely used for data analysis was described by 

Muralidharan [4]. TOPSIS is one of the most classical MCA methods, was first developed by 

Hwang and Yoon [5], and is based on the idea that the chosen alternative should have the 

shortest distance from the positive ideal solution and on the other side the farthest distance of 

the negative ideal solution.  

A decision tree is a predictive modeling technique from the fields of machine learning and 

statistics that builds a simple tree-like structure to classify the data according their categories 

[6, 7, 8]. Decision trees are commonly used in operations research, specifically in decision 

analysis, to help identify a strategy most likely to reach a goal. The main advantage of 
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decision trees [9, 10] over many other classification techniques is that they produce a set of 

rules that are transparent and easy to understand.  

Among different forms of cricket played at the international level, Twenty-20 cricket [11, 

12] is one of the most entertaining and favorite game in all around the world are becoming the 

most popular after started Indian Premier League (IPL) in India in the year 2008 by Board for 

Control of Cricket in India (BCCI) [13, 14]. Initially, IPL started with 8 franchises or teams 

but in IPL session-V 9 teams took participated. The franchise owner formed their teams by 

competitive bidding from a collection of Indian and international players and the best of 

Indian upcoming talents.  

In cricket all-rounder means the player who can play in the both role as a batsman and a 

bowler and in twenty-20 cricket the all-rounder plays a vital role for success of any teams.  

IPL T-20 cricket tournament dataset [15] of session-III has been considered to classify the all-

rounder. We here select such players who batted at least 11 innings and scored minimum of 

20 runs, bowled for at least 21 over and got minimum of 3 wickets in IPL session-III.  

Different criterion  such  as  Batting  Innings(Inns-Bat),  Batting Average(Avg-Bat),  Batting 

Strike Rate(SR-Bat), Bowling Economy  Rate  (Econ-Bow), Average (Avg-Bow), Strike Rate 

(SR-Bow) have been considered for evaluating the all-rounder performances  with  the  help 

of  TOPSIS  and according their  performances  classify them  into several categories with the 

help of decision tree. This work proposed a multi-criteria decision tree approach which 

provides accurate and efficient data classification in the field of MCA on the basis of players

‟  performance. Finally, all-rounder is classified in four classes such as Performer, Under-

Performer, Batting and Bowling All-rounder.  

The paper is organized as follows: Section 2 discuss about the Multi-Criteria Analysis 

using TOPSIS. Section 3 focuses about the basic concepts of Decision Tree. Experiment and 

results are carried out on Section 4. Finally, Section 5 concludes the paper. 

 

2. Multi-Criteria Analysis using TOPSIS 

Multi-Criteria Analysis (MCA) is a decision-making tool developed for complex problems 

to handle a large amount of variables and alternatives assessed in various ways and 

consequently  offer valuable  assistance to  the  decision maker in mapping  out  the problem.  

The first complete exposition of MCA was given in 1976 by Keeney and Raiffa [16]. By 

using MCA the members don't have to agree on the relative importance of the Criteria or the 

rankings of the alternatives. Each member enters his or her own judgments, and makes a 

distinct, identifiable contribution to a jointly reached conclusion. Several MCA techniques 

like Simple Additive Weighting Model (SAW), Technique for Order Preference by Similarity 

to Ideal Solution (TOPSIS), Analytical Hierarchy Process (AHP), PROMETHEE, ELECTRE, 

etc. has been widely used for data analysis.  

TOPSIS was first developed by Hwang and Yoon [5], is based on the idea that the chosen 

alternative should have the shortest distance from the positive ideal solution and on the other 

side the farthest distance of the negative ideal solution. TOPSIS works not only by the 

positive solution but also use the negative solution to find the relative closeness of the criteria.  

Due to this among several MCA techniques TOPSIS gives the better result in multi criteria 

analysis. Abo-sinna and Amer [17] extend TOPSIS approach to solve multi-objective 

nonlinear programming problems. Jahanshahloo, et al., [18] extend the concept of TOPSIS to 

develop a methodology for solving multi-criteria analysis with interval data.  

The steps of TOPSIS method are as follows:   

Step 1: TOPSIS begins with a decision matrix having n criteria/attributes and m 

alternatives.   
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Step 2:  Obtain the normalized decision matrix by using any normalization technique.  

Step 3:  Construct the weighted normalized matrix vij. This is calculated by multiplying 

each column of the matrix rij by the weight wj, which is calculated by AHP.  

Step 4:  Obtain the IDEAL “(best)” and Negative- IDEAL “(worst)” solutions.  The 

“IDEAL” (best) and Negative- DEAL‟ (worst)” solutions can be expressed as  
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, where J= ( j =1, 2, ..., n)/j is associated with the beneficial attributes and J’ =( j =1, 2, . .., n)/j 

is associated with the non-beneficial attributes. 

Step 5:  Determine the separation distance between the alternatives.  

The separation of each alternative from the ‘IDEAL’ solution is given by 
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The separation from the ‘Negative- IDEAL’ solution is denoted by 
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Step 6:  Calculate the relative closeness to the ideal solution, which can be expressed as 
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3. Decision Tree 

A decision tree, a predictive modeling technique from the fields of machine learning and 

statistics that builds a simple tree-like structure to classify the data according their categories 

described in [6, 7, 8]. Decision tree is a tree where the root and each internal node are labeled 

with a question; the arcs represent each possible answer to the associated question and each 

leaf node represents a prediction of a solution to the problem. The main advantage of decision 

trees [9, 10] over many other classification techniques is that they produce a set of rules that 

are transparent, easy to understand and the graphical representation of tree provides more 

realistic view to differentiate the different categories. In my previous work [19] IPL –T-20 

players‟  classification was done with two criteria. 
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The decision tree algorithm is as follows:  

T:  Input Decision tree,  

D:  Input Database and  

M: Output Model Prediction  

For each t ε D do  

     n = root node of T 

while n not leaf node do  

 Obtain answer to question on n applied t;  

 Identify arc from t which contains correct answer;  

 n = node at end of this arc;  

   Make prediction for t based on labeling of n;  

 

 

Figure 1. The prediction tree for classifying the all-rounder 

4. Experiment & Result 

In Twenty-20 cricket the all-rounder’s (who can bat and ball both) performance plays vital 

role for team’s success. As a batsman the batting Strike Rate, batting Average and the  No. of 

Innings  played by  batsman  are  the  most  essential  criteria  for  performance measure of a 

batsman although several other criteria like Runs Scored by a batsman and No. of Not-Out 

Innings of a batsman are there which is described in my previous work [20]. My previous 

work [21, 22] discussed about the bowling performance in IPL with multiple criteria like No. 

of Matches played by a bowler in a particular tournament, No. of Over bowled by a bowler 

and No. of Wicket taken by a bowler, Economy Rate of a bowler, Bowling Average and 

Bowling Strike Rate whereas the last three are the most essential criteria. For classification of 

the all-rounder IPL session-III dataset is considered and shown in the Table 1.   
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Table 1. IPL Session-III Dataset 

 

Methodology for classification of All-Rounder -  

Step – 1: Taking the dataset as decision matrix and normalized the dataset. 

Step – 2: The weights of the important criteria of the players are calculated with the help of 

pair-wise comparison method known as AHP [2, 3] and the corresponding weights of the 

criteria are described in the Table 2.  

Table 2. Weights of the Criteria 

Criteria 

Name 
Weights 

Inns-Bat 0.12 

Avg-Bat 

 
0.16 

SR-Bat 

 

0.22 

 Econ-Bow 

 
0.20 

Avg-Bow 

 
0.17 

SR-Bow 

 
0.13 

Step – 3: TOPSIS method is used separately for evaluation of batsmen and bowlers 

performance. 

Step – 4: Calculate the mean of the both batting and bowling performance of the players. 
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Step – 5: With the help of our prediction Decision Tree classification of all-rounder is 

made into four different classes named as Batting All-rounder, Bowling All-rounder, 

Performer and Under Performer.  

Step – 6: The players in several categories are described in the Table 3 and the 

corresponding graph is shown in the Figure 2. 

Table 3. Players with Several Categories 

 
 

 

  

Figure 2. Graph of Several Categories of all-rounder 
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5. Conclusion 

In IPL twenty-20 cricket tournament the franchisee owners selected their players through 

auction and the individual performances of the players reflected in team performances. For 

appropriate bidding price of each players depend on their individual performances and the 

franchisee owners get the actual picture and they decide their appropriate team with 

appropriate players and they get much more profit from IPL T-20 tournament. The role of the 

all-rounder in twenty-20 cricket is much more than other category players for team’s better 

performance. TOPSIS used the relative closeness of positive ideal solution and negative ideal 

solution to produce the better result among several MCA techniques and use of decision tree 

is very easy to understand. Due to this reason our proposed methodology Multi-Criteria 

Decision Tree techniques gives the clear picture of the players several category like 

Performer, Batting All-rounder, Bowling All-rounder and Under Performer which helps the 

franchisee owners for selecting the all-rounder in auction and pay them according their 

performances.  The  players  are  also know  their  overall  performances and also aware of 

their weakness of their playing where they really need the better performance and uplift 

themselves as a better player with this proposed. This proposed methodology helps decision 

makers to take their decision very easily according several criteria and the graphical 

representation of the classification is easy to understand and error free.  
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