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Abstract 

In this paper we propose a Conventional Neural Network which recognizes the online 

Tamil characters. Convolutional Neural Networks are a special kind of multi-layer neural 

networks. Like almost every other neural networks they are trained with a version of the 

back- propagation algorithm, where they differ is in the architecture. Convolutional Neural 

Networks are designed to recognize visual patterns directly from pixel images with minimal 

preprocessing. They can recognize patterns with extreme variability (such as handwritten 

characters), and with robustness to distortions and geometric transformations. The existing 

script-specific post processing schemes improved the recognition rate of online Tamil 

characters. At the first level, features derived at each sample point of the preprocessed 

character are used to construct a subspace using the 2DPCA algorithm. Recognition of the 

test sample is performed using a nearest neighbor classifier. This strategy reduces the 

recognition error among the confused character sets handled, by more than 4%. 
 

Keywords: Convolutional Neural Networks, Post Processing, Backpropogation Algorithm, 
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1. Introduction 

Convolutional neural networks (CNNs) are well suited for solving visual document tasks 

that rely on recognition and classification. In contrast to fully connected neural networks 

(NNs), CNNs have been shown to be simpler to build and use. They present a flexible 

architecture that does not require complex methods, such as momentum, weight decay, 

structure dependent learning rates, averaging layers, tangent prop, or even finely- tuning the 

architecture. CNNs have also achieved the state-of-the-art results for character recognition on 

the MNIST data set of handwritten English digit images. 

Tamil is a popular classical language spoken by a significant population in South East 

Asian countries. There are 156 distinct symbols in Tamil [1]. For the recognition of online 

Tamil characters, Deepu [2] uses class specific subspaces, while Niranjan et al. [1] have 

employed elastic matching schemes. Dinesh et al. [3] have recently proposed ‘star -based’ 

features for the same. Hidden Markov models for recognition have also been reported in [4] 

[5]. 

We have a two level scheme for recognizing online Tamil symbols. It is an established fact 

that one way of assessing the performance of any given classifier depends on how well it can 

perform on an unknown test sample. To this effect, a confusion matrix is constructed with the 

training samples of all the 156 classes by employing the leave-one-out cross-validation 

(LOOCV) technique. 
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2. Feature Extraction  

The strokes of multistroke Tamil characters are first combined into a single trace, retaining 

the stroke order. Prior to feature extraction and recognition, the input raw character is 

smoothed to reduce noise. Dehooking algorithms are applied to remove any spurious hooks at 

the start of the character. The character is then resampled along the trace length to obtain a 

constant number of points, following which   it   is   normalized   by   centering   and 

rescaling.   Let the number of sample points in the preprocessed character be Np. At each 

sample point (xi, yi),  we extract a set  of local features.  Let Fij  represent  the  j
th 

 feature 

derived  from  the  i
th
 sample  point  of  the character. 

 

2.1 Character Feature Matrix 

Features corresponding to each sample point are stacked to form the rows of a matrix, 

referred to as the character feature matrix (CFM). The following are the features extracted. 

The normalized x and y coordinates of the sample points are used as features and are denoted 

by   
        

 . The  distance  and  angle  of  the sample  point   with  respect  to  the  the  

features   
        

 .  We   divide    the   length   of the preprocessed character into 4 equal 

segments. The radial distance and polar angle of the sample point of the character with 

respect to the mean of the segment   in   which   it   lies are the features   
        

 . We relate 

the position of the sample   point with respect to its   immediate neighbors. We take a sliding 

window of size W (W odd) centered on the sample point and perform an n order polynomial 

fit on the samples within that window.  We use the resulting n+1polynomial coefficients as 

features.  We Use the values W=3, n=2 (quadratic fit) and accordingly denote the features 

  
    

        
    We  separately  model the x and y coordinates of the sample point by two n 

order autoregressive (AR) processes and use the resultant AR coefficients also as features. 

We employ a 2nd order AR process and accordingly obtain the features     
      

      
   

   
     

         
 . It is to be explicitly stated that for obtaining the polynomial fit and AR 

coefficients of the first and last sample points of the character, we have concatenated the last 

stroke with the first stroke. This ensures that the notion of neighborhood is not lost.  The set 

of 15 features obtained at a sample point (xi, yi) are concatenated to form a feature vector  

     of size 1 X 15. 

       
    

      
                                         (1) 

We then construct the character feature matrix C by stacking the feature vectors of the 

sample points of the preprocessed character.  

  [

    
    
   
    

]                                                   (2) 

The  i
th
  row  of  matrix  C  corresponds  to  the feature vector derived for the i

th
 sample 

point. Therefore, the size of C is  N p X  15 . 
 

3. Recognition Using 2DPCA 

In the 2DPCA method [3], we project the character feature matrix C onto a set of 

projection axes {P1, P2 ,...,Pd} that maximize the total scatter of the projected samples. The 
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projection axes are the orthonormal eigenvectors corresponding to the d largest eigenvalues of 

the character scatter matrix Gt given below: 

    
 

  
∑(    )

 
(    )

  

   

                          

where NT is the total number of training samples,{C1,C2,...,CNT} are the NT CFMs and M   

is the mean of the pooled training CFMs. Thus, the size of matrix Gt is 15*15. On applying 

the 2DPCA technique to the character feature matrix C, we get a family of principal 

component feature vectors {Y1,Y2 ,..., Yd } as defined below: 

                                                 (4) 

The d principal component vectors can be stacked column-wise to form the projected 

feature matrix B of dimension Np X d . 

                                                                                             (5)                           

Let NT be the total number of training CFMs. After transformation by 2DPCA, we get NT 

projected feature matrices. 

   [  
    

      
 ]                        (6) 

Let Bt be the projected feature matrix for the test character.  The Euclidean distance 

between the projected feature matrices Bt  and Bi is 

         ∑ ‖  
    

 ‖ 
                              (7) 

The test character is assigned to the class of the training sample B, that satisfies the 

condition, 

                                              (8)    

    

4. Analysis of the Confusion Matrix 

The multilevel recognition engines [1] generally   pass   the   Top   N   choices   from  a 

previous classifier to the next level..In our work, we exploit prior knowledge of this 

probability to circumvent the aforementioned drawback of the top N choice approach. We 

construct a confusion matrix from the training samples using the leave- one-out cross-

validation (LOOCV) technique as shown in Figure 1. The rows and columns of the confusion 

matrix correspond to the true and estimated class labels, respectively.   In such a scenario,  

there  is no  need  to  post-process test data recognized as class  j. A careful analysis of the 

confusion matrix revealed that if less than 2.5% of the total number of training samples of i
th
 

class gets misrecognized to class j, they are regarded outliers that are produced mainly due to 

incorrect styles of writing class that get recognized as the j
th
 class. Accordingly, we do not 

consider class i
th
 in the post processing module designed for the  j

th 
class. 
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Figure 1. Structure of the Confusion Matrix 
 

Given a test character, we get its estimated class label from the first level classifier. If it 

corresponds to  a  class  for  which  the  first  level  classifier  is highly  discriminative,  it is 

regarded  as the  final recognition label. Otherwise, the test data is fed to an appropriate post 

processing module. The output of the second classifier is the final recognition label. 

 

5. Post-Processing Methods  

The frequently confused pairs were manually grouped into two categories A and B as 

shown in Table1. In this section, we propose appropriate post-processing techniques to each 

group of confused pairs. 

 

Table 1. List of Confused Pairs 

 

5.1 Disambiguating Group A Pairs 

The confusions in this group appear between pairs of Tamil consonant-vowel combinations 

sharing the same base consonant but different  vowel modifiers. The most frequently 

confused vowel modifiers contributing to such errors are the sub strokes ¤ and ¦. Popular 

writing styles of Tamil script demand that the vowel modifier always forms the last stroke in 

any multi -stroke consonant – vowel combination character. However, for CV combinations  

written as  a single stroke (where the vowel modifiers get attached to the base consonant), one 

can regard the  subset  of  sample points  traced  before  the final PEN UP to be the vowel 

modifier. The number of such sample points is chosen to be a function of the length of the 

character. It is worth re-emphasizing that the confused pairs in Group A correspond to CV 

combinations sharing the same base consonant (BC). Let ω1 and ω2 denote the class labels of 

BC+  ¤ and BC+ ¦ combinations, respectively. We outline   below the algorithm employed for 

distinguishing BC+¤ and BC+ ¦. For a preprocessed character (BC+Vowel modifier 

combination) resampled to Np points, let S = {(xi, yi)} denote the pen coordinates of the 

extracted vowel modifier. Here ‘b’ denotes the pen position of the start of the vowel modifier. 

A point (xi, yi) in S is said to be an ‘interest point' if the following two conditions are satisfied.  
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1. yi  <  yi − 1  and yi  < yi + 1 

2. xi + 1  <  xi 

1. Find the sample point (xs, ys) satisfying the relation ys = max i > b yi (see Figure 2) 

2. Starting from (xs, ys), move along the trajectory to locate interest points, if any. Let N 

trajectory to locate interest points if any. Let N denote the number of interest points 

encountered. If N > 0, assign the character to class ω2 If N=0, we invoke (3). 

3. Locate the sample point (xm, ym) satisfying the relation xm = max i > s xi 

                   
      

     
                       (9) 

If r = and yNp > yb assign the character to class ω1, is a threshold, empirically set to a value 

of 0.02. 

 

Figure 2. Extraction of script Specific Features from Group A 
 

To   illustrate   this   scheme,   consider   the character (BC+ Vowel modifier combination) 

shown in Figure 2 analysis. Accordingly, the character is assigned to class  ̧£. We now give 

an intuitive reasoning for the proposed post- classification scheme. It is observed that in 

modern Tamil script, there are many lexemic styles for the sub strokes ¢ and as shown in Fig3 

Samples of top row correspond to writing styles of, while those of the bottom correspond to 

For these cases, mere elastic / rigid matching schemes may not be good enough in 

distinguishing finer nuances between the sub- strokes ¢ and £. In such scenarios, the proposed 

technique outperforms conventional matching schemes. 

 

 

Figure 3. Lexemic Styles of ¢̧ and £̧. Samples of top and bottom rows 
correspond to ¢̧ and £̧ respectively 
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5.2 Disambiguating Group B Pairs 

For this group, Fourier descriptor features corresponding to parts of strokes that 

discriminate frequently confusing classes are fed to a second level classifier. Similar to Group 

A pairs, there exist other pairs in Group B that differ predominantly towards the end such as 

 However, the structure to be analyzed for these pairs is strikingly different from those 

treated in Group A. Moreover, there are certain characters that differ either at the start or 

middle of their trace such as  Such pairs are also incorporated in Group B (See Table 1). 

As an illustration, consider the characters  and . Instead of feeding the (x, y) coordinates 

of these characters as a whole to the post- processing module, we focus on the shape of sub 

strokes forming the tails of these characters and extract Fourier descriptors from them, after 

resampling the extracted shape to 30 points. The number of Fourier coefficients chosen is set 

empirically to 10. A nearest neighbor classifier is used to obtain the final recognition label of 

a test character. 

 

6. Proposed Convolutional Neural Network 
 

 

Figure 4. A six-layer Convolutional Neural Network 
 

While the multilayer perceptron performs well for rather simple classification problems, it 

has several drawbacks when it comes to real-world applications. First, the number of trainable 

parameters becomes extremely large. For example, a 24 × 24 input layer would already have 

600 connections per single neuron in the hidden layer. Secondly, it offers little or no 

invariance to shifting, scaling, and other forms of distortion . Third, the topology of the input 

data is completely ignored, yielding similar training results for all permutations of the input 

vector. To overcome these problems, a classifier is often split up into a hand-crafted feature 

extractor and the actual trainable classifier module. Designing the feature extractor by hand 

requires a lot of heuristics and, most notably, a great deal of time. The concept of 

convolutional neural networks, which were neurobiologically motivated by the findings of 

locally sensitive and orientation-selective nerve cells in the visual cortex of the cat. They 

designed a network structure that implicitely extracts relevant features, by restricting the 

neural weights of one layer to a local receptive field in the previous layer. Thus, a feature map 

is obtained in the second layer. By reducing the spatial resolution of the feature map, a certain 

degree of shift and distortion invariance is achieved. Also, the number of free parameters is 

significantly decreased by using the same set of weights for all features in the feature map. 
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6.1 Topology 

A simple convolutional neural network is shown in Figure 4. As can be seen, the first 

convolutional layer contains four feature maps, where each neuron has a receptive field of 5 × 

5 in the input image. To eliminate the need for boundary processing, the feature maps have a 

slightly smaller resolution than the input [1]. The first subsampling layer consists of four 

feature maps, which are scaled local averages of the respective feature maps in the previous 

convolutional layer. Each neuron in the subsampling layer has one trainable coefficient for   

the local average, and one trainable bias . The next convolutional and subsampling layers 

operate in the same manner. However, the second convolutional layer has 12 feature maps, 

resulting in an increase in feature space . Similarily, the subsampling layers reduce the spatial 

resolution. The last convolutional layer is the output layer and contains only one feature map . 

To obtain the final result of the classifier, the neurons of the output layer can then be 

compared to detect a winner neuron .Potentially, each feature map receives input from all 

feature maps in the previous layer. However, in order to prevent all feature maps from 

learning the same, this is usually not the case.  
 

6.2 Training 

As a special form of the multilayer perceptron, convolutional neural networks are trained 

through backpropagation. Because all neurons in one feature map of a convolutional layer 

share the same weights and bias, the number of parameters is dramatically smaller then in a 

fully interconnected multilayer perceptron, leading to an implicit reduction of the gap etest - 

etrain. The subsampling layers have one trainable weight (local average coefficient) and one 

trainable bias, so the number of free parameters in the subsampling layers is even lower than 

in the convolutional layers. Because for this low number of free parameters, the training of 

convolutional neural networks requires far less computational effort than the training of 

multilayer perceptrons. This, as well as the implicit feature extraction and distortion 

invariance (to some degree), make convolutional networks an obvious candidate for 

classification tasks, especially pattern recognition. They have successfully been used for 

various pattern recognition tasks, such as handwriting and face recognition. 
 

7. Experimental  Results 

The performance data for training set and the test set are listed in Table 2.These include the 

percentages that the scores of the desired class are within top 1, 2, 3 highest scores. We also 

simulate the performance for recognition by using 1-layer fully connected neural network and 

2-layer fully connected neural network in Table 3. 

 

Table 2. Performance for Multiple Convolutional Neural Networks 

Top Training Set Test Set 

1 98.8% 94.2% 

2 99.2% 98.4% 

3 99.4% 98.8% 
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Table 3. Performance for 1-Layer Fully Connected N.N and 2-Layer Fully 
Connected NN 

 

 

8. Conclusion 

In this work we have adopted the neural networks to recognize online handwritten Tamil 

characters using a multilayer perception with one hidden layer. The feature extracted from the 

handwritten character is Fourier descriptors. Also an analysis was carried out to determine the 

number of hidden layer nodes to achieve high performance of back propagation network in 

the recognition of handwritten Tamil characters. The system was trained using several 

different forms of handwriting provided by both male and female participants of different age 

groups. Test results indicate that Fourier descriptors combined with back propagation network 

provide good recognition accuracy of 97% for handwritten Tamil characters.  
 

9. Discussion and Related Work 

The two level recognition technique is tested on the IWFHR 2006 Tamil Competition 

dataset. This dataset contains 26926 random test samples (approximately 177 test samples per 

character). We have used 270 training samples for each character. The characters are 

resampled to 60 points and normalized to [0, 1]. We compute features at each point of the 

resampled characters used for training and construct character feature matrices of size 60 × 15. 

We then transform the features to an 8-dimensional subspace by performing 2DPCA on the 

training CFMs. A nearest neighbor classifier is used to classify the test character in the 

subspace. If the estimated class label is one of the confusion pairs in Table 1, we input the test 

character to an appropriate postprocessing scheme at the next level. There is an increase in the 

classification accuracy of a few frequently confused characters after the post processing step. 

The improvement in performance is observed in both the validation/ training and test sets. 

Validation on the training set is performed using the leave-one-out cross-validation (LOOCV) 

technique. On the average, there is an 8 % reduction in the recognition error among the 

confused characters in the validation set. On the test set, the improvement in recognition is 

around 5%. 
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