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Abstract

We study, in this paper, several properties of the binary sequence defined by the values (0,1), we present a review of the high order statistics as function of the average value known as the density. Different entropy functions, applied in information theory and statistical mechanics, are presented where their expressions are derived as function of the density. In the second part, we partially study the randomness characteristic of the binary sequence, based on a recently proposed metric inspired from diffraction theory, we present a new function whose expression is based on a principal equation in the field of antennas and propagation, based on the array factor which gives the interference pattern of uniform linear array of antennas in the far field region, we propose a real valued function in order to characterize the geometric repartition of the binary values of the sequence. Numerical simulations show its consistency with Shannon entropy. For binary sequence generated from logarithmic logistic map, the obtained results indicate the equivalency between this function and the diffraction based metric.
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1. Introduction

A binary sequence \([1,2,3,4]\) is vector \(x\) defined by its number of elements or equivalently its length \(L\) such that each element \(x_n\) for \(n = 1,\ldots,L\) can be equal to one of two possible measurable values, the sequence can refer to measurements or simulated data with respect to the space or time dimension. In computer science [5], the data are treated in binary form which consists of strings of zeros and ones. In electronics [6] and communication sciences [7,8,9], a binary sequence consists of signal where at given time, the amplitude of signal equals one of two values, several kinds of the signal are possible including the configuration \([v,0]\) where \(v > 0\) is the voltage or current for example, the configuration of \([-v,0]\) or the symmetrical signal \([-v,+v]\). Another configuration consists of two symbols for example tow letters ‘A’ and ‘B’ such that the Fibonacci and Thue-Morse sequences [10]. All these types can be transformed into binary sequence with values \([1,0]\) due to its simplicity for parametric analysis. The applications of the binary sequences span several fields including for example biology [11], information science [12], economical and physical [10] sciences. In computational physics [5], the binary sequence is model of the one dimensional Ising model that describes a system in thermal equilibrium, each particle of the system is modeled by its spin which can take one of two values \(s = \pm 1/2\) and the particles are described by a state vector \(s = [s_1, s_2, \ldots, s_L]\) which can take \(2^L\) different states for \(L\) particles.

In the field of computation traffic flows [13,14], the binary sequence is also very important concept for modeling the traffic based on cellular automata models, considering
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for the example a section of road sampled into \( L \) sites, each site can either be occupied by single vehicle or empty, a configuration of the traffic based on its input parameters for simulation forms logical array of zeros and ones. The properties of the traffic are derived from the binary matrix including for example the spatial and temporal densities.

Focusing on the type of sequence \( x \) with values \((1,0)\), the occurrence probability of the value 1 is simply the average value, that is the sum of the elements \( x_i \) divided by the length, another important property that characterizes the sequence is the geometrical configuration which is the repartition pattern of the binary values of \( x \). If the number of the values 1 is fixed, it is obvious that the probability density function is also fixed for any repartition, however the spectral and other statistical properties depend on of the pattern of repartition including for example the correlation properties [15]. The repartition pattern can for example be periodic or random. The randomness property of \( x \) is analyzed using correlation functions. Indeed, using the spectral modification of \( x \), the authors in [16], proposed a method for generating correlated random binary sequences based on iterative filtering algorithm. The output of the iterative filter yields a sequence whose correlation pattern can be exponential for example, or can be characterized by spectrum of colored noise.

Given two random sequences, comparing which one is more random than the other may require additional metrics to quantify the degree of randomness. In recent study [17], the authors proposed a complex valued function, inspired from the diffraction theory [18], in order to measure the disorder of binary sequence, the authors found that the variation of their metric is statistically equivalent to several entropy functions, the numerical tests were based on different methods such as periodic binary sequences and the logistic map [5]. In the same context we present a variant of this function, in order to partially study the randomness behavior of binary sequence \( x \), we propose a real valued function whose expression is based on an important equation in the field of antennas and propagation [19], the expression of our function is based on the concept of the array factor which is a function that describes the interference pattern of an ensemble of identical and uniformly placed antennas, in the far field region from the array, we compare its variation with the proposed complex valued function using several computer simulations.

This paper is organized as follows, in the second part, we briefly present different statistical properties of a binary sequence \( x \), all the presented statistical metrics are expressed as a function of the density. Next, we present simplified expressions of several entropy functions applied in the fields of information theory and statistical mechanics. In the third part, we partially treat the problem of the randomness of the binary sequence, by proposing a variant of a recently proposed function, and we compare their variation where we illustrate and discuss the obtained numerical results.

2. Statistical Properties of Binary Sequence

A binary sequence is one dimensional vector \( x \) where each element can take one of the two possible values, for example in the field of telecommunications [6], the symmetric binary signal consists of two values \( +\nu \) and \( -\nu \) where \( \nu \) is constant. In non linear science and computational physics, a binary sequence can be considered as one dimensional cellular automaton model where each site can either be occupied or empty, thus the two possible values are 1 and 0 forming a logical array, an example of such model is in traffic flow modeling using cellular automata where each site can either be occupied by one vehicle or empty. Based on these definitions, we analyze theoretically and numerically some properties of binary sequence, we consider a vector \( x \) of length \( L \) where each element is equal to 1 or 0, the vector is given by the sequence \( x = [x_1, x_2, ..., x_L] \). The first fundamental property of \( x \) is the
occupation probability \( p(1) \), which is the number of the components that are equal to 1. Complementarily, the other probability is \( p(0) = 1 - p(1) \). Instead of using the expression of the occupation probability, we consider the definition of the density \( \rho \) which is, for example in traffic flow modeling, the number of vehicles per length \( L \), thus we have the following relation:

\[
\rho = \langle x \rangle = p(1) = \frac{N}{L} = \frac{1}{L} \sum_{n=1}^{L} x_n
\]

(1)

Where \( N \) is the number of occupied sites or the number of elements that are equal to 1 with the condition \( 0 \leq N \leq L \). The first remark that we can deduce from the definition of \( \rho \) is the equilibrium between empty and occupied sites, when half of the elements equal 1 and the other half equal 0 we obtain a critical density \( \rho_c \) which is computed using the following relation:

\[
\rho_c = \frac{1}{L(L+1)} \sum_{N=0}^{L} N = \frac{1}{2}
\]

(2)

Note that this value can also be computed if we consider \( \rho \) as continuous variable with boundary values \( \rho_{\min} \) and \( \rho_{\max} \), thus we obtain the following definition:

\[
\rho_c = \frac{1}{\rho_{\max} - \rho_{\min}} \int_{\rho_{\min}}^{\rho_{\max}} \rho d\rho = \frac{\rho_{\max} + \rho_{\min}}{2}
\]

(3)

If we have set the boundary values \( \rho_{\min} = 0 \) and \( \rho_{\max} = 1 \), then the critical density is similarly to the discrete case equal to \( \rho_c = 0.5 \). The variable \( \rho \) is the first order statistic of the sequence \( x \), high order statistics can also be expressed in terms of \( \rho \). The relation of the standard deviation is given by:

\[
\Delta \rho = \sqrt{\langle (x - \rho)^2 \rangle} = \sqrt{\rho - \rho^2}
\]

(4)

Where the operator \( \langle f \rangle = (1/L) \sum_{n=1}^{L} f_n \) denotes the ensemble average, the expression of the standard deviation is based on the property \( \langle x^2 \rangle = \langle x \rangle \) since we have \( x_n^2 = x_n \). Next, the variance is given by \( \var(x) = (\Delta \rho)^2 = \rho - \rho^2 \). The variance is maximal at critical density \( \rho_c = 1/2 \) and equals \( \var(x) = 1/2 \). Among the possible interpretations of the variance is in traffic flow modeling, based on Greenshields model [20] where the velocity decreases linearly with increasing density, the fundamental diagram is constructed using the relations of the speed and the flow as:

\[
\begin{align*}
\nu &= \alpha - \beta \rho \\
J &= \nu \rho = \alpha \rho - \beta \rho^2
\end{align*}
\]

(5)

Where \( \alpha \) and \( \beta \) are constants that can be estimated using real data. If we consider a normalized version of the above model where we set \( \alpha = \beta = 1 \) with jam density \( \rho_{\max} = 1 \), we obtain simplified version of the flow-density relation which
can be expressed in terms of the variance of the binary sequence \( x \), given the speed \( v = 1 - \rho \), the flow as a function of the variance is given by:

\[
J = p(1)p(0) = \rho(1 - \rho) = \text{var}(x)
\]  

(6)

Another interesting metric is called variance coefficient, it is defined by the standard deviation over the average value and is used in the field of information theory, the variance coefficient denoted by letter \( c \) is given by:

\[
c = \frac{\Delta \rho}{\rho} = \sqrt{\frac{1 - \rho}{\rho}}
\]  

(7)

Given the probability density function or the normalized histogram of random variable, the skewness is a function that quantifies the asymmetry of the probability density function with respect to the average value. In our case, the expression of the skewness is reduced into the following equation:

\[
s = \left( \frac{x - \rho}{\Delta \rho} \right)^3 = \frac{1}{\Delta \rho} < x^3 - 3x^2 \rho + 3x \rho^2 - \rho^3 > = \frac{1}{\Delta \rho} (2 \rho^3 - 3 \rho^2 + \rho)
\]  

(8)

We remark from the above that if the symbols of the binary sequence have the same probability, such that the density is \( \rho = 0.5 \) for binary values \((1,0)\), the histogram is symmetric which implies that the skewness equals zero. The kurtosis \( k \) is descriptive metric of the shape of the probability density function, for binary sequence, its expression is reduced into the following equation:

\[
k = \left( \frac{x - \rho}{\Delta \rho} \right)^4 = \frac{1}{\Delta \rho^4} (-3 \rho^4 + 6 \rho^3 - 4 \rho^2 + \rho)
\]  

(9)

Similarly, the expressions of the high order moments can have derived as function of the density. The statistical properties of the binary sequence \( x \) can also be studied using the formalism of the information theory, precisely the entropy functions. Given the sequence with values \((1,0)\), the variations of the entropy functions indicate that the maximal values correspond to the average density \( \rho = 0.5 \). Among the well known functions is the Shannon entropy [21] defined by the equation \( h(\rho) = -\rho \log(\rho) - (1-\rho) \log(1-\rho) \) where the maximal value is \( \log(2) \). We briefly present some other examples of the entropy functions based on the information theory and statistical mechanics. The Rény entropy [22] is defined by the set of probabilities \( p_1, \ldots, p_N \) with parameter \( q \) such that \( 0 < q < +\infty \) and \( q \neq 1 \), it is given by the equation:

\[
h(p,q) = \frac{1}{1-q} \log\left( \sum_{i=1}^{N} p_i^q \right)
\]  

(10)

For special value of the parameter \( q = 2 \), \( h(p,2) \) is called collision entropy where it is applied in the field of quantum information theory [22]. For our case of binary sequence, the collision entropy can be derived as the following:

\[
h(\rho,2) = -\log(2\rho^2 - 2\rho + 1)
\]  

(11)
The maximal value corresponds to the average density $\rho = 0.5$ and equals $h(0.5, 2) = \log(2)$ similarly to the Shannon entropy. In statistical mechanics, the Tsallis entropy [23] is a generalization of the Boltzmann-Gibbs entropy that describes classical thermodynamical system with microstates given by the probabilities $p_i$ for $i = 1, \ldots, \Omega$. It is defined by parameter $\alpha$ as:

$$h(p, \alpha) = \frac{k}{\alpha - 1} \left( 1 - \sum_{i=1}^{\Omega} p_i^\alpha \right)$$ \hfill (12)

Where $\alpha > 0$ and $\alpha \neq 1$, $k$ is the Boltzmann constant which we consider in this framework as $k = 1$. Let us consider that the parameter $\alpha = 2$, using the states of the binary sequence, the corresponding Tsallis entropy is given by the following equation:

$$h(\rho, 2) = 2(\rho - \rho^2)$$ \hfill (13)

Comparing the above expression with that of the variance, we remark that Tsallis entropy with $\alpha = 2$ is proportional to the variance function, of the binary sequence, described previously. Considering the Boltzmann-Gibbs entropy, if all the microstates have the same probability $p_i = 1/\Omega$, the Boltzmann entropy [24] is given by its usual expression:

$$h = k \log(\Omega)$$ \hfill (14)

For binary sequence $x$, we apply the Boltzmann entropy based on the concept of cellular automaton model. We consider the traffic flow of particles or vehicles with periodic boundary conditions. Given a lattice of length $L$, we analyze from theoretical viewpoint, the geometric configuration of the vehicles given fixed density $\rho$. Each site of the lattice can either be occupied by single vehicle or empty, the allowed values of the system are $\{1, 0\}$. Similarly to statistical mechanics where $N$ particles can occupy $L$ levels of energy, we consider that $N$ vehicles can be distributed in $L$ sites, the number of the microstates in this case equals $C_L^n$ on the condition that the particles are indiscernible with boundary conditions $C_L^0 = C_L^L = 1$ based on the convention $0! = 1$. Projecting this concept on binary sequence $x$ of length $L$, given $N$ values of $1$ and $L-N$ values of $0$, the number of the microstates is also equal to $\Omega = C_L^n$. For example a lattice of $L=100$ sites, the maximum value of $\Omega$ reaches $10^{28}$ if $N = L/2$, to reduce this value and to obtain correct boundary conditions for $N = 0$ and $N = L$, we use the logarithm of $\Omega$, therefore we obtain the Boltzmann entropy of the binary sequence $x$ as the following:

$$h = k \log(\Omega) = k \log(C_L^n) = k \log \left( \frac{L!}{(L-N)!N!} \right)$$ \hfill (15)

The variation of $h$ can be defined by the index of the maximal value and the values of the boundary conditions, $h(N = 0) = h(N = L) = 0$ and the maximum of $h$ corresponds to $N = L/2$ which is equivalent to the critical density $\rho_c = 0.5$. From this comparative review of the different entropy functions, we remark that theirs variations are similar with respect to the density, such that any given entropy
metric $h$ as function of $\rho$, $h$ separates two phases with critical value $\rho_c = 0.5$ that correspond to the maximal value. Based on the case of Boltzmann entropy, the arrangement of the binary sequence can be organized or random. For example if $N = L/2$, as there are $C_L^N$ microstates of placing the values $(1, 0)$ on lattice of length $L$, some microstates can be described, from the perspective of randomness, as well organized, for example the two microstates defined by the relations $x = [1, 0, 0, 1, 0, ...]$ and $x = [0, 1, 0, 1, ...]$, where $L$ is supposed to be even number, are not random configurations. Another example is the case of periodic sequence such that if $i$ is even then $x_i = 1$ and if $i$ is odd then $x_i = 0$ for $i = 1, ..., L$; this deterministic sequence is not random, and other microstates are characterized by randomness, thus a quantification of the randomness of the binary sequence may require additional metrics and is subject to ongoing researches. As second part, we present in the next section a metric in order to measure the randomness characteristic.

3. Randomness of Binary Sequences

The principal parameters of the binary sequence $x$ are the length $L$ and the density $\rho$, given any value of the density, the corresponding number of microstates is $\Omega = C_L^N$, the repartition characteristic of $x$ for the values $1$ and $0$ requires a metric to quantify the degree of randomness. Among the standard methods of randomness characterization are the analysis of the entropy functions, the power spectral density and the correlation function. A recently proposed metric [17] is based on diffraction theory, where the output expression of the electric field from the diffraction grating in far field zone from the diffraction plan depends on the number and the geometrical characteristics of the apertures. The metric is based on the hypothesis of periodic and uniform diffraction grating where the apertures are identical and have infinitesimal width. The expression of the function is given as follows:

$$A = \frac{1}{\sqrt{M}} \sum_{n=1}^{L} x_n e^{j2\pi nL}$$ (16)

Where $j = \sqrt{-1}$ and $M = \sum_{n=1}^{L} x_n$, the expression of this function is also based on the quantity metric for measuring the localization properties of the wavefunction in the field of condensed matter physics [17]. The variable $x_n$ corresponds to the probability amplitude of the electron at the $n^{th}$ site of lattice that consists of $L$ sites. The performance analysis of the function $A$ was based on the effect of the length of the sequence $x$, and comparatively to the Lyapunov exponent of the logistic map [5,17] defined by $x_{n+1} = \mu x_n (1 - x_n)$ such that the sequence was transformed into binary values using a threshold $d = 0.5$, the comparison of the variation of $A$ and Lyapunov exponent $\lambda$ demonstrated their consistency with respect to the growth parameter $\mu$. Similarly, we introduce a metric in order to characterize the randomness of $x$ based on the theory of the antennas and propagation, precisely the equation of the array factor.

The analysis of the arrays of antennas [19] plays crucial role in several scientific fields including telecommunications [25], acoustics and radars. The geometrical configuration and the properties of the antennas have an impact on the radiation characteristics of the electric or acoustic field. The standard model of the array of antennas is uniform linear array where all the elements are identical and equally spaced. The electronic adjustment
and digital signal analysis of the antennas allow to study the properties of the propagating electric field such as steering the radiation towards receivers, the objectives are the reduction of the electromagnetic pollution in the environment and saving the electromagnetic energy. These objectives are realizable using high resolution methods [19] for estimating the properties of the radiating sources including theirs powers and angles of incidence. Among the important properties of the uniform linear array is the radiation pattern which is result of superposition of the fields of each element as an interference pattern. For simplicity we briefly present the array factor for uniform linear array of isotropic antennas. We consider that in \((x, y)\) plan, \(L\) dipoles parallel to the \(z\) axis are placed along \(x\) axis with same inter-element distance \(d\), each element is characterized by gain \(g_n(\theta) = 1\) for any value of the angle \(\theta \in [0, \pi]\). Each element is described by its complex current \(I_n\) which represents the input amplitude and phase. Given the length of the array \(D = (L-1)d\), in the far field zone \(r\) described by the criterion \(r \geq 2D^2 / \lambda\) where \(\lambda\) is the wavelength, the array factor [19] \(AF(\theta)\) is defined by the following equation:

\[
AF(\theta) = \sum_{n=1}^{L} I_n e^{-jkd \cos(\theta)(n-1)}
\]  

(17)

\(k = 2\pi / \lambda\) is the wavenumber and \(\theta\) is the azimuth angle. The variations of the defined parameters \(I_n, \lambda, L\) and \(d\) induce a change in the interference pattern of \(AF(\theta)\). Based on the expression of the array factor, we introduce a variant of the metric \(A\) in order to characterize the randomness of the binary sequence. For this purpose we make a correspondence between the parameters of each quantity. Firstly, the complex current of the \(n^{th}\) antenna \(I_n\) corresponds to the \(n^{th}\) variable \(x_n\), secondly we consider the particular value of the azimuth angle \(\theta = 0^\circ\). Next, we define the remaining quantity by \(kd = 2\pi / L\). Using the factor \(1 / \sqrt{L}\), we obtain a characterization metric of \(x\) denoted by letter \(\Psi\) and defined by the expression:

\[
\Psi = \frac{1}{\sqrt{L}} \sum_{n=1}^{L} x_n e^{-j2\pi(n-1)/L}
\]

(18)

Note that a second notation can also be obtained using the average operator, given a linearly increasing vector \(l=[0,1,\ldots,L-1]\), the second expression of this operator is given by:

\[
\Psi = \sqrt{L} <xe^{-j2\pi l/L}>
\]

(19)

By comparing the expressions of \(\Psi\) and \(A\), we remark that they share a common property which consists of the sum of the elements of the sequence \(x\) where each element \(x_n\) is multiplied by an exponential factor that depends on the position \(n\). However the proportionality factor and the expression of the exponential factor are different, thus it is required to compare the performance of both operators based on the variations of the different parameters of the sequence \(x\). We consider first, a comparison based on logical table where the input sequence is two dimensional \(x=[x_1, x_2]\), as we have \(\Omega = 2^2\) microstates, we compute the response of \(\Psi\), \(A\), the information entropy \(h\) and the exclusive OR operator known as XOR operator.
given by the equation $XOR(x_1, x_2) = x_1 \cdot x_2 + x_1 \cdot \overline{x_2}$, the obtained results are presented in Table 1.

Table 1. Comparison of the Output Values of the Different Metrics with Respect to the Microstates of Binary Vector $x = [x_1, x_2]$

| Microstate | $h$ | $\Psi$ | $|A|$ | $XOR$ |
|------------|-----|--------|------|-------|
| $x = [0 \ 0]$ | 0   | 0      | #    | 0     |
| $x = [1 \ 0]$ | log(2) | $1/\sqrt{2}$ | 1   | 1     |
| $x = [0 \ 1]$ | log(2) | $1/\sqrt{2}$ | 1   | 1     |
| $x = [1 \ 1]$ | 0   | 0      | 0    | 0     |

The variations of the functions $\Psi$, $h$ and XOR are consistent given the probability coefficients $p = [p(0), p(1)]$ for the microstates which are given respectively by $p = [1, 0]$, $p = [0.5, 0.5]$, $p = [0.5, 0.5]$ and $p = [0, 1]$. Since the operator $A$ is inversely proportional to the square root of the sum of $x$, the output for the microstate $x = [0, 0]$ is not defined. We consider a sequence with longer length $L > 1$. We compute the theoretical expressions for some standard microstates of $x$, for the first microstates of zeros, we can easily verify that $\Psi(x = 0_{L}) = 0$. For the complementary case, we obtain the same result as follows:

$$\Psi(x = 1_{L}) = \frac{1}{\sqrt{L}} \sum_{n=1}^{L} e^{-j 2 \pi (n-1)/L} = 1 \frac{1}{\sqrt{L}} \sum_{n=0}^{L-1} e^{-j 2 \pi n/L} = 0$$

Where $z = e^{-j 2 \pi L}$, thus for binary sequence $x$ with varying density $\rho = \langle x \rangle$, the boundary values of $\Psi$ are equal to zero. For critical density $\rho_c = 0.5$, we consider a simple microstate given by $x = [1_{L/2}, 0_{L/2}]$, the value of the operator is equal to:

$$|\Psi| = \left| \frac{1}{\sqrt{L}} \sum_{n=1}^{L/2} e^{-j 2 \pi (n-1)/L} \right| = \sqrt{\frac{2}{L(1 - \cos(\frac{2\pi}{L}))}}$$

Comparatively we calculate the corresponding value for the metric $A$ such that $M = L/2$, the theoretical expression is given by:

$$|A| = \left| \frac{2}{L} \sum_{n=1}^{L/2} e^{j \frac{2 \pi n}{L}} \right| = \sqrt{\frac{4}{L(1 - \cos(\frac{2\pi}{L}))}}$$

For given microstate other than the cited above, it may be difficult to derive the theoretical expression, therefore it is necessary to conduct the numerical tests to compare the behaviors and the fluctuations of $A$ and $\Psi$ with respect to the different parameters. In the next section, we present and discuss some numerical results.

4. Computational Results

In this section, we present the conducted numerical tests to study the variations of the proposed metric $\Psi$, $A$ and Shannon entropy $h$ by varying the different parameters of $x$. 
For the first simulation test, we consider a binary sequence with length $L = 200$, the value 1 is affected to variable $x_n$ if random number in the range $[0,1]$ is less than the density $\rho$. By varying the density starting from the lower value $\rho = 10^{-4}$ since $A$ is not defined for $\rho = 0$, and incrementing the density with rate $d\rho = 0.01$, we compute for each value the functions $\Psi$ and $A$, each result of the operators is averaged over $T = 200$ trials. The obtained functions are presented in Figure 1.

![Figure 1. Variations of the Operators $\Psi$ and $A$ with Respect to the Density $\rho$ for Binary Sequence $x$ with $L = 200$](image)

The metric $A$ decreases non linearly with increasing density and equals zero for $\rho = 1$, the randomness characteristic is reflected for lower values of the density, the interpretation of the response $A$ indicates that the randomness decreases with increasing density, note that $A$ is not defined for $\rho = 0$ as the simulation started with value $\rho = 10^{-4}$. In the other hand, the variation of $\Psi$ is consistent with that of Shannon entropy $h$ such that $\Psi$ is maximal at the critical density $\rho = 0.5$ and symmetric with respect to this value. As these results are the average values, we examine the fluctuations of the operators as a function of the number of the trials. For the second test, we fix the value of the density at $\rho = 0.5$ and we consider the number of trials $T = 400$, for each trial a new sequence $x$ is generated and the metrics are computed, the obtained results are illustrated in Figure 2.
Figure 2. Variations of the Operators $\Psi$, $A$ and $h$ for Binary Sequence $x$ with Length $L = 200$, $\rho = 0.5$ and $T = 400$

We remark that both $\Psi$ and $A$ fluctuate with approximately the same amplitude while $h$ is constant since for each trial, the density $\rho$ is fixed such that $h$ does not depend on the geometric repartition of the binary values. This result implies that for varying $\rho$, the metric $\Psi$ is consistent with $h$, and for critical density $\rho = 0.5$ the variations of $\Psi$ and $A$ are approximately equivalent. We exploit the symmetrical property of $\Psi$ and we evaluate its variation as function of the length $L$, we consider different values of the density $\rho = 0.1$, $\rho = 0.2$ and $\rho = 0.5$, we vary the parameter $L$ such that for each value an average of $\Psi$ over $T = 100$ trials is computed. The results are presented in Figure 3.

Figure 3. Average Variation of $\Psi$ as Function of Length $L$, for Different Values of $\rho$
As presented in Figure 1, $\Psi$ increases non linearly with increasing density in the range $[0, 0.5]$. By varying the length $L$ in the result of figure 3, the order of this variation is preserved as we have $\Psi(\rho = 0.5, L) > \Psi(\rho = 0.2, L) > \Psi(\rho = 0.1, L)$.

The random binary sequence can be generated from the logistic map as it was explained in [17], it is model of non linear dynamical system defined by the iterative equation $x_{n+1} = \mu x_n (1-x_n)$ defined by the growth parameter $\mu \in [0, 4]$ where the range of the sequence is $x_n \in [0, 1]$. The binary sequence of symbols was generated using a transformation based on threshold $d = 0.5$ and the metric $A$ was applied comparatively to the Lyapunov exponent [5,17] which is an indicator of the chaotic behavior of the sequence $x_n$ with respect to the parameter $\mu$. In our case, we consider a binary sequence that is derived based on logarithmic logistic map defined by $y_n = -\mu y_n \log(y_n)$ which is nonlinear dynamical model proposed to study the stability of the Greenberg's model of traffic flow with normalized jam density. The range of the parameter that represents the optimal velocity is $\mu \in [0, e]$ and also the range of the sequence is $y_n \in [0, 1]$. The chaotic phase is defined by the interval $[2.5, e]$. Using the following transformation:

$$x_n = \begin{cases} 
0 & \text{if } y_n < d \\
1 & \text{if } y_n > d 
\end{cases} \quad (23)$$

Where $d = 0.5$, we obtain the binary sequence $x_n$ that depends on $\mu$, therefore we evaluate the operator $\Psi$ comparatively to $A$ by varying $\mu$. We consider that the initial length of the sequence is $N = 10^4$ and the initial condition is random variable $y_1 \in [0, 1]$. For each value of $\mu$ varying with rate $d\mu = 0.005$, we generate $y_n$ and consider the last $L = 2000$ values to transform $y_n$ into binary sequence $x_n$. For each value of $\mu$ the normalized metrics are computed. We present the obtained results in Figure 4.
The metric $\Psi$ equals zero in the range $[0, 2.5]$. In the chaotic phase, the variations of both functions are approximately equivalent, the variations in the chaotic region are illustrated in the zoomed part of the figure, we remark that the normalized metrics $|\Psi|/|\Psi|_{\text{max}}$ and $|A|/|A|_{\text{max}}$ vary almost with the same rate of the fluctuations, which implies the randomness characteristic of binary sequence $x_n$. The Lyapunov exponent of the logarithmic logistic map $\lambda(\mu)$ reflects the chaotic behavior of the sequence $y_n$, it is given by:

$$\lambda(\mu) = \frac{1}{N} \sum_{n=1}^{N} \log \left( \frac{df(y)}{dy} \right) \bigg|_{y_n} = \frac{1}{N} \sum_{n=1}^{N} \log \left( -\mu (\log(y_n) + 1) \right)$$

In [17], the authors compared the variation of the corresponding Lyapunov exponent of the standard logistic map with the variation of the operator $A$ by varying the growth parameter $\mu$. Similarly, based on logarithmic logistic map, we compare the variations of $\Psi$ and $A$, applied on binary sequence $x_n$, against the Lyapunov exponent, the results are presented in figure 5, using the normalization for better comparison and using initial length $N = 10^4$ and length of the sequence $L = 8000$.

![Figure 5. Variations of the Metrics $\Psi$ and $A$ for Binary Sequence $x_n$ against the Corresponding Lyapunov Exponent $\lambda(\mu)$ of the Initial Sequence $y_n$.](image)

For the negative values of the Lyapunov exponent, the values of $\Psi$ and $A$ equal zero, and approximately positive values of $\lambda(\mu)$ correspond to positive values of both metrics, neglecting the values of the amplitude, we remark from the figure that their variations are almost the same reflecting the chaotic behavior of the binary sequence $x_n$. We conclude from these simulation results that the operator $\Psi$ can be applied to study the parameters of the binary sequence from probabilistic approach since it is consistent with the information entropy, and from the perspective of the randomness characteristic of the binary sequence $x_n$.

As perspective, it is logical to search for some common aspects between $\Psi$ and the Fourier transform of binary sequence $x_n$, and also to change the proposed parameters of $\Psi$ and test for the corresponding results using different parameters.
including $\rho$ and $L$. A second possible research consists of studying the variation of $\Psi$ as function of several binary sequences.

5. Conclusion

We have presented, in this paper, a study of binary sequences defined by the values $(0,1)$. In the first part, the statistical parameters were derived using the average value of sequence, including the standard deviation, the variance coefficient, the skewness and the kurtosis. In the second part, several entropy functions were also reviewed where their expressions were simplified, including Rényi entropy with parameter $q=2$, Tsallis and Boltzmann entropies. In the second part, we partially treated the randomness characteristic of the binary sequence using the density, the length and the method for generating random binary sequence, we have presented a scalar function based on the equation of the array factor which is used in the field of antennas and propagation, numerical evaluations were performed comparatively to a recently proposed function inspired from the diffraction theory. The simulation results indicated the consistency of the proposed function with the different entropy functions such as Shannon entropy. For binary sequence generated from logarithmic logistic map, the variation of the presented metric and the diffraction based function were approximately equivalent.
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