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Abstract 

Automatic recognition and accurate synchronization between TV programming and 

interactive applications running on smart TVs and second screen devices - Significantly 

improve your viewing experience on your TV.  ACR is bringing new possibilities to the 

broadcasting industry. In this paper, we have confirmed through experiments that an 

audio watermarking algorithm using QIM method can be applied in ACR environment 

where watermark is extracted from audio signal in the air. From the experimental results, 

it can be confirmed that the normalization of the audio signal size must be preceded when 

the watermark is inserted and extracted in order to use the QIM method in the ACR 

environment. 
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1. Introduction 

In recent years, many media devices have been regularly in our living rooms. 

This space was primarily used for watching television, but it evolved into a shared 

space using other devices such as laptops, tablets, smart phones or gaming 

handhelds. Automatic content recognition facilitates content consumption in the 

living room. And it improves interaction, monetization and creativity. The way 

people watch TV is changing rapidly. Previously it was a passive experience, but 

now it is an interactive and engaging experience. 

Consumers use a second screen device such as a smartphone, tablet, or laptop to 

view, interact, and engage with a variety of secondary screen applications, websites, 

and communities while watching TV. Next-generation TVs, like the second screen 

device, are connected to access a wide variety of first screen applications.  

According to a recent study by Deloitte, almost half of the 16-24 year olds are using 

messaging, email, Facebook or Twitter to discuss what they are watching on TV. In 

fact, 24% of all respondents use the second screen. This desire for consumer 

interaction opens up opportunities for broadcasters, content owners, and ad agencies 

to deepen their relationships with consumers. Adding interactive applications to 

companion devices and smart TVs will meet the needs of today's media consumers 

and provide new revenue opportunities for targeted applications and advertisings. 

Automatic Content Recognition (ACR) supports most of these next generation 

interactive applications. 

Automatic recognition and accurate synchronization between TV programming 

and interactive applications running on smart TVs and second screen devices - 

Significantly improve your viewing experience on your TV. ACR is bringing new 
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possibilities to the broadcasting industry. The use of ACR can be divided into the 

following three categories. 

Content Identification: Audiences can easily find information about content 

they've viewed using ACR technology. For applications with Smart TV and ACR 

technology, viewers can see the name of the song being played or a description of 

the movie they watched. In addition, identified video and music content can be 

linked to Internet content providers for on-demand viewing, and third party or 

complementary media for additional background information. 

The first for broadcast Monitoring, It's important for advertisers and content 

owners to know when and where their content plays. Traditionally, an agency or 

advertiser must manually audit a presentation. On the scale, only statistical sampling 

methods are available. ACR technology automatically monitors content played on 

your TV. Information such as playback time, duration, and frequency can be done 

without manual intervention. 

The second for content Enhancement, because the device can "see" the content 

being watched or received, the second screen device can provide users with more 

complementary content than what is shown on the main viewing screen. ACR 

technology not only identifies the content, but also identifies the exact location 

within the content. Thus, additional information may be presented to the user. ACR 

can use a variety of interactive features such as polls, coupons, lotteries, or 

purchases based on timestamps. 

The last for measure your Audience Measurement, You can now apply ACR 

technology to mobile devices such as smart TVs and set-top boxes, smart phones 

and tables to implement real-time audience measurement metrics. This metric is 

critical to quantifying audience spending to set up advertising pricing. 

Audio-based ACR is commonly used in the market. The two main methodologies 

are acoustic fingerprinting and watermarking. There is an alternative approach that 

focuses on video fingerprinting but improves accuracy and scalabil ity with other 

content-aware solutions running in parallel and continuously. 

Acoustic fingerprints generate unique fingerprints from the content itself. 

Fingerprinting technology works regardless of content type, codec, bit rate, and 

compression technology. Available via network and channel. Therefore, it is widely 

used in the field of interactive TV, second screen application and content 

monitoring. Popular apps like Civolution, Digimarc and Facebook. We chat and 

Weibo uses the audio fingerprinting methodology to recognize content played on the 

TV and launch additional features such as voting, lotteries, topics or purchases.  

Unlike fingerprinting, digital watermarking requires that you insert a digital tag 

in the content itself that contains information about the content before distribution. 

For example, a broadcast encoder can insert watermarks every few seconds that it 

can use to identify broadcast channels, program IDs, and timestamps. Watermarks 

are not generally audible or visible to the user. Terminal devices, such as cell 

phones and tablets, read the watermark instead of actually seeing what's playing. 

Watermarking technology is used to track where piracy occurs in the field of media 

protection. Next / Market Insights expects 2.5 billion devices to integrate with ACR 

technology to deliver real-time live video and on-demand video viewing 

experiences. 

Since the position of the inserted information is arbitrary in the audio signal 

obtained from the ACR environment, it is most important to find the starting 

position where information is inserted in order to obtain meaningful information. 

The bit information that performs this role is called the synchronization information 

bits. In this paper, we describe how to insert and extract information related to 

synchronization when inserting and extracting information in audio in ACR 

environment. 
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2. Related Works 

In the many researches, there are a few algorithms focusing on solving 

desynchronization problems. For cropping attacks (such as editing, signal 

interruption in wireless transmission, and data packet loss in IP network), 

researchers repeatedly embedded a template related with synchronization into 

different regions of the signal [1]-[7], such as synchronization code-based self-

synchronization methods and feature- based methods [8]-[12] and the use of 

multiple redundant watermarks [13], [14].  

Template-based watermarking can be confronted with cropping, but it cannot 

cope with TSM (Time Scale Modification) operations, even with a scaling amount 

of ± 1%. The audio watermarking community has TSM resilience watermarking 

strategies such as peak point based [15] - [18] and recent histogram based [19], [20]. 

The bits can be hidden by quantizing the length of each two adjacent peak points 

[16]. In [17], the watermark was repeatedly embedded at the edge of the audio 

signal by removing and adding a portion of the audio signal while preserving the 

pitch and viewing the pitch-invariant TSM as a special form of random cropping. In 

[18], the invariance of the binomial wavelet transform with linear scaling was used 

to design audio watermarking by modulating the wave shape.  

Three main peak point based watermarking methods are resistant to TSM because 

peaks can still be detected before and after TSM operation. The histogram-based 

method is possible because the histogram form of the audio signal is invariant to 

time-linear scaling. The histogram is also independent of the position of the sample 

in the time domain. 

Above watermark algorithms only consider watermark attacks under a digital 

environment. The effects of analogue transmission channels through DA / AD 

conversion are seldom mentioned. 

In this article, this article proposes a solution for DA / AD conversion taking into 

account the degradation of the conversion (empirically proven by a combination of 

volume change, additional noise and small TSM). First, a relationship-based 

watermarking strategy is introduced for volume changes by modifying the relative 

energy relationship between groups of three consecutive DWT coefficient sections. 

Second, the watermark is embedded in the low-frequency sub-band for additive 

noise. 

Third, the synchronization strategy by the interpolation processing operation 

through the search of the synchronization code is applied to the TSM. Experimental 

results show that the proposed watermarking algorithm is robust to DA / AD 

conversion, is robust to general audio processing operations, and is resistant to most 

attacks in ACR circumstance. 

 

3. Proposed Synchronization Method 

In order to embedding and extracting watermarks in an ACR environment it is 

important to process information related to synchronization. ACR environment can be 

modeled as compound attack of cropping attack and A/D and D/A attack among various 

watermarking attacks. Therefore, the watermark format for embedding can be expressed 

as shown in Figure 1, which is divided into a part for embedding synchronization 

information for cropping attack and a part for storing information related to underlying 

audio content. 

The scheme of Figure 1 is to improve the robustness against cropping attack and 

detectability when it loses synchronization, audio segment is used for at first, and then, 

synchronization code and watermark embedded into each segment. Our embedding 

scheme follows in [21] except for normalization of amplitude at each frame. The 

embedding scheme of synchronization code is following as described in [21]. 

https://asp-eurasipjournals.springeropen.com/articles/10.1186/1687-6180-2011-3#CR13
https://asp-eurasipjournals.springeropen.com/articles/10.1186/1687-6180-2011-3#CR9
https://asp-eurasipjournals.springeropen.com/articles/10.1186/1687-6180-2011-3#CR11
https://asp-eurasipjournals.springeropen.com/articles/10.1186/1687-6180-2011-3#CR14
https://asp-eurasipjournals.springeropen.com/articles/10.1186/1687-6180-2011-3#CR15
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Quantization index modulation (QIM) methods, a class of nonlinear methods that we 

describe in this paper, reject this host-signal interference. As a result, these methods have 

very favorable performance characteristics in terms of their achievable trade-offs among 

the robustness of the embedding, the degradation to the host signal caused by the 

embedding, and the amount of data embedded. 

 

 

Figure 1. Watermark Format to Embedding Information for ACR  

But in our method, amplitude normalization is performed at each frame and embeds 

synchronization code which is different from the method in [21]. Our method considers 

amplitude attenuation by propagation path in ACR environment. The ACR environment 

typically considered is airborne. In an ACR environment, we can assume the following in 

a scenario physical environment in which an audio signal is acquired, a watermark is 

extracted therefrom, and related information is acquired. The sound emitted through the 

multimedia device or the speaker is acquired through the microphone of the mobile phone 

and then processed. In the process of acquiring an audio signal, the power of the original 

audio signal decreases in inverse proportion to the square of the distance, and resampling 

occurs in the process of acquiring the sound. These effects in the air can be understood as 

causing of distortions such as resampling and power reduction of original audio signal as 

watermark carrier. 

In embedding process, let 𝐴1
0 is cut into 𝐿𝑠𝑦𝑛 audio segments, and each audio segment 

𝑃𝑡𝐴1
𝑜(𝑚) having n samples, where 𝐿1 = 𝑛 × 𝐿𝑠𝑦𝑛. The normalized form of audio segment 

𝑃𝑡𝐴1
𝑜(𝑚) having n samples is presented as (1) 

 

P𝐴1
0(𝑚) = 𝑃𝑡𝐴1

0(𝑚)/max⁡(|𝑃𝑡𝐴1
0(𝑚)|)                                               (1) 

 

In (1), P𝐴1
0 is described by sample by sample as  

 

𝑃𝐴1
0(m) = pa1

0(𝑚)(𝑖) = a1
0(𝑖 + 𝑚 × 𝑛), 0 ≤ 𝑖 < 𝑛, 0 ≤ 𝑚 < 𝐿𝑠𝑦𝑛  (2) 

 

Notation of 𝑃𝐴1
0(m) in (2) is also used in [21], while the notation of [21] represents the 

samples in the frame, in this paper it mean the samples in the normalized frame. At the 

second step, mean value 𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  is calculates as following: 

 

𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ =

1

𝑛
∑ 𝑝𝑎1

0(𝑚)(𝑖), (0 ≤ 𝑚 <𝑛−1
𝑖=0 𝐿𝑠𝑦𝑛)                                  (3) 

 

Using (1) and (2), the synchronization code is embedded into each P𝐴1
0(𝑚)  by 

quantization value of the mean value 𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , the rule is given by 
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pa1
0∗(𝑚)(𝑖) = pa1

0(𝑚)(𝑖) + (𝑃𝐴1
0∗(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ − 𝑃𝐴1

0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ )                           (4) 

 

where 𝑃𝐴1
0(m) = {pa1

0(𝑚)(𝑖), 0 ≤ 𝑖 < 𝑛}  is original sample, 𝑃𝐴1
0(m) =

{pa1
0(𝑚)(𝑖), 0 ≤ 𝑖 < 𝑛} is modified sample, and 

 

𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ = {

𝐼𝑄(𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) × 𝑆1 +

𝑆1

2
, 𝑓𝑜𝑟⁡𝑄(𝑃𝐴1

0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) = 𝑓(𝑚)⁡

𝐼𝑄(𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) × 𝑆1 −

𝑆1

2
, 𝑓𝑜𝑟⁡𝑄(𝑃𝐴1

0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) ≠ 𝑓(𝑚)⁡
   (5) 

 

In (5), 𝐼𝑄(𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) is defined as 

 

𝐼𝑄(𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) = ⌊

𝐼𝑄(𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅)

𝑆1
⌋                                                              (6) 

 

And also 𝑄(𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) is defined ad 

 

𝑄(𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) = 𝑚𝑜𝑑(𝐼𝑄(𝑃𝐴1

0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ), 2),                                              (7) 

 

where 𝑚𝑜𝑑(𝑥, 𝑦) returns the remainder of division of x and y, 𝑆1 is the quantization 

step. 

In extraction process the unit of watermarked frame is calculated as following: 

 

Watermark(m) =mod(𝑃𝐴1
0(m)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , 2)                                                 (8) 

 

As in [21], we use Barker code to synchronize watermark audio. Barker code is a sort 

of binary pseudo random code that are commonly used for frame synchronization in 

digital communication. The characteristic of Barker code is that side-lobe of 

autocorrelation is small and has high correlation value. The side-lobe of correlation, 𝐶𝑘 

for a 𝑘 –symbol shift of N-bit code sequence {𝑥𝑗} is expressed as 

 

𝐶𝑘 = ∑ 𝑥𝑗𝑥𝑗+𝑘
𝑁−𝑘
𝑗=1                                                                             (9) 

 

4. Experimental Results 

The proposed method is applied to arbitrary audio. Figure 2 shows the original audio 

and watermarked audio. It can be observed that there is no difference from the visual 

point of view. We have found that the proposed method is influenced by the number of 

samples to which the quantization index is applied. Through experiments, we confirmed 

that the algorithm operates normally only when the number of samples constituting the 

audio segment of P𝐴1
0(𝑚) expressed in Equation (1) is fixed to 5. 
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Figure 2. Comparison of Digital Original and Watermarked Audio 

For example, when embedding and extracting a watermark with 9 samples per frame, 

we can observe that a very high bit error rate (BER) occurs as shown in Figure 3. The 

same result can be observed even when the number of samples per frame is different. The 

results in Figure 3 can be generalized according to Table 1. Table 1 shows the BER that 

occurs when a watermark is extracted by varying the number of samples per frame. 

 

 

Figure 3. BER at Frames in Sample Number= 9 

As shown in Table 1, except for the case where the number of samples per frame is 5, 

the BER of a watermark extracted from the number of samples per remaining frame 

represents an average of 50%. This result shows the typical characteristics of the QIM 

based watermarking algorithm. 

Table 1. BER by Sample Number in Quantization Step Index  

Sample 

Number 4 5 6 7 8 9 

BER(%) 48.9 00.0 54.1 53.6 48.8 49.3 
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In order to apply the proposed method to the ACR environment in the air, the 

attenuation of the audio must be considered. In general, the power of a sound signal is 

known to be inversely proportional to the square of the distance. In this study, we 

attempted to extract the watermark from the audio signal whose audio power was reduced 

by √10 to assume that the audio signal was recorded at a distance of 10% of the volume 

of the sound. 

 

 

Figure 4. BER by Quantization Step Scale at 10% Attenuated Audio  

In this experiment, the insertion strength of the watermark is fixed to 0.028, and the 

insertion strength of this degree is such that the watermarked audio signal can be heard 

without disturbance.  

Table 2. BER by Quantization Step Scale at 15% Attenuated Audio  

Quantization Step Scale 

0.145 0.146 0.147 0.148 0.149 0.150 0.151 0.152 0.153 0.154 0.155 

BER (%) 

40.0 0.15 00.3 00.0 00.0 00.0 00.0 00.0 00.2 01.3 02.8 

 

Figure 4 shows the BER of the watermark extracted from the attenuated audio signal. 

As shown in the figure, the quantization step size should be reduced by reducing the audio 

volume so that watermarks can be accurately extracted. 

The same result can be obtained by applying the result of Figure 4 to the audio signal of 

which the size is reduced by 15%. Table 2 shows the BER of the extracted watermark by 

applying a 15% reduction in the quantization step size value and the surrounding values to 

the audio signal of which the size is reduced by 15%. Table 2 shows that the BER 

increases to 84.9%, 84.85, 85.1% and 85.2%, including 85.0% of the original quantization 

step size, but the BER increases in other quantization step sizes. In particular, we can 

observe that the BER increases gradually when the quantization step size becomes 

smaller. 
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Figure 5. Fourier Transform of Correlation between Barker Code and 
Extracted Bits 

Considering the cropping attack, we extracted watermark from arbitrary sample point 

of the watermarked audio and them compared Fourier transform of correlation between 

Barker code and extracted watermark. Figure 5 shows the result of Fourier transform of 

correlation between 16bits-Barker code and watermark that is extract from arbitrary 

position. We can observe peaks in Fourier domain which are typical property of Fourier 

representation of correlation of Barker codes. As a result, it can be confirmed that the 

attenuation of the volume of the audio signal needs to be carefully considered in order to 

extract the watermark by a given method in the case of the ACR environment in air as it is 

implemented in this study. Therefore, in order to apply this method to ACR applications 

that can be used in the air, the size of the audio signal is normalized frame by frame and 

the watermark is embedded. In the case of extraction, a watermark is extracted by 

normalizing the reduced audio signal in consideration of attenuation of the audio signal. 

 

5. Conclusions 

In this paper, we have confirmed through experiments that an audio watermarking 

algorithm using QIM method can be applied in ACR environment where watermark is 

extracted from audio signal in the air. From the experimental results, it can be confirmed 

that the normalization of the audio signal size must be preceded when the watermark is 

inserted and extracted in order to use the QIM method in the ACR environment. 
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