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#### Abstract

In this application of artificial intelligence to a real-world problem, the constrained scheduling of employee resourcing for a mall type shop is solved by means of a genetic algorithm. Chromosomes encode a one-week schedule and a constraint matrix handles all requirements for the population. The genetic operators are purposely designed to preserve all constraints and the objective function assures an imposed coverage, this is for people on both sections of the mall. The results demonstrate that the genetic algorithm approach can provide acceptable solutions to this type of employee scheduling problem with constrains.
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## 1. Introduction

The employee or team schedule problem has wide application. It is often encountered by industrial organizations, shopping centers, call centers, hospitals etc [1-4]. The employee scheduling, or more specific, the shift scheduling is defined as a problem of placing resources (employees) into slots in a pattern, in such way to accomplish given constraints. The patterns are denoting a set of legal shifts defined in the terms of work to be done ([5] citing [6]). Various approaches are popular to solve this problem including linear programming [7], branch-and-bound [8], genetic algorithms [9], evolutionary techniques [10] etc. We have chosen to provide solution with a genetic algorithm and to report our experiences here.

## 2. Problem formulation

The schedule generation problem for mall type markets consists in creating appropriate timetables in order to meet the following requirements:

- an imposed hourly coverage with employees during different working days;
- an imposed daily coverage with employees during different working days;
- a minimum of one employee scheduled every time;
- two free days per employee per week, grouped in three ways of choice: (1) consecutive in week-end, (2) consecutive during week, or (3) non-consecutive;
- a schedule of availability for each employee;
- a given department or section;
- different shift duration of 4,6 , and 8 hours for the part-time and full-time employees.

Table 1. Required daily coverage with employees for both sections

|  | Section \#1 | Section \#2 |
| :--- | :---: | :---: |
| Monday | 0.71 | 1.09 |
| Tuesday | 0.79 | 1.03 |
| Wednesday | 0.95 | 0.94 |
| Thursday | 0.85 | 0.86 |
| Friday | 1.19 | 0.99 |
| Saturday | 1.30 | 0.99 |
| Sunday | 1.22 | 1.11 |
| Total | 7.00 | 7.00 |

Table 1, shows the requested coverages for employees in different week days for both sections. The required coverages are normalized to 1 , to obtain a sum of 7 from the values in the whole week for a given department. The coverages for the two sections have different shapes: the first section has higher values on Friday, Saturday and Sunday, the second section has higher values on Monday, Tuesday, and Sunday. The shape of coverage series for the Section \#2 is closer to be uniform than the Section \#1 case, having a difference between maximum and minimum values of 0.25 , respectively 0.51 .

Table 2. Required hourly coverage with employees for the section \#1

|  | $8: 00-13: 00$ | $13: 00-18: 00$ | $18: 00-22: 00$ |
| :--- | :---: | :---: | :---: |
| Monday | 0.25 | 0.4 | 0.35 |
| Tuesday | 0.25 | 0.4 | 0.35 |
| Wednesday | 0.25 | 0.4 | 0.35 |
| Thursday | 0.25 | 0.4 | 0.35 |
| Friday | 0.25 | 0.4 | 0.35 |
| Saturday | 0.3 | 0.3 | 0.4 |
| Sunday | 0.3 | 0.3 | 0.4 |

Table 3. Required hourly coverage with employees for the section \#2

|  | $8: 00-13: 00$ | $13: 00-18: 00$ | $18: 00-22: 00$ |
| :--- | :---: | :---: | :---: |
| Monday | 0.2 | 0.35 | 0.45 |
| Tuesday | 0.4 | 0.35 | 0.25 |
| Wednesday | 0.4 | 0.35 | 0.25 |
| Thursday | 0.4 | 0.35 | 0.25 |
| Friday | 0.4 | 0.35 | 0.25 |
| Saturday | 0.2 | 0.35 | 0.45 |
| Sunday | 0.45 | 0.4 | 0.15 |

Tables 2 and 3 present the required coverages with employees for three hourly intervals (from 8:00 to 13:00, from 13:00 to 18:00 and from 18:00 to 22:00) for the Section \#1 and Section \#2, respectively. The sum of coverages for one day is normalized to 1 .

In case of the first section, the need with employees is low in the morning (the first interval), from Monday to Friday. During week-end, the required coverage tends to be uniform. In case of the second section, number of required employees is very low Monday and Saturday morning and Sunday evening (the third interval).

## 3. Problem solution

In this schedule generation problem, the Genetic Algorithm (GA) minimizes the error, i.e., the difference between imposed and obtained hourly/daily coverages. A target presence matrix (DM) stores the result of multiplying the imposed daily coverage matrix and the imposed hourly coverage matrix and the total number of available employees. Using this multiplication operation, the relative values from coverage matrix are transformed into absolute values, tacking into account the number of available employees for each section. Then, DM is compared to PM, the presence matrix that is computed directly.

The employees get recorded in a database containing all pertinent information: ID, name, department, availability, options for free days etc. GA generates appropriate schedules for all employees taking into account all constraints and employee data.

### 3.1. Chromosome encoding

The GA chromosomes are arrays for all employees, and each array contains 13 real values for a given employee:

- the working start hour for each of the 5 working days (hij, $\mathrm{i}=1 . . \mathrm{n}, \mathrm{j}=1 . .5$ )
- the duration of the working time for each of the 5 working days (dij, $\mathrm{i}=1$..n, $j=1 . .5$ )
- the first free day (fdi1, $\mathrm{i}=1 . . \mathrm{n}$ )
- the second free day (fdi2, $\mathrm{i}=1 . . \mathrm{n}$ )
- the department were the employee is assigned (depi, $\mathrm{i}=1 . . \mathrm{n}$ )

Table 4. Chromosome encoding and allowed ranges for each element

|  | h11 | d11 | $\ldots$ | h15 | d15 | fd11 | fd12 | dep1 | $\ldots$ | hn1 | $\ldots$ | depn |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\min$ | 8 | 8 |  | 8 | 8 | 1 | 6 | 1 |  | 8 |  | 1 |
| $\max$ | 22 | 8 |  | 20 | 8 | 5 | 7 | 2 |  | 22 |  | 2 |

This type of representation can completely encode a weekly schedule for all departments and for all employees. By specifying of the minimum and maximum values for the starting working hour, together with the duration of the working time, the availability to be scheduled for every employee can be taken into account. The full-time and part time shifts are modeled using the corresponding duration values. By using appropriate values for the minimum and maximum of the first and second free day, all three cases for the free day's configurations can be modeled.

### 3.2. Objective function

First, the objective function computes the number of employees who are present at work for each hourly interval, and this gets saved to the presence matrix, PM. Second, the square of distance between desired presence matrix (DM) and computed presence matrix (PM) is calculated. A penalty relation was added to forfeit the timetables for each case when 0 employees are scheduled. The minimization of the function (F) expressed as in the equation (1) is the goal of the used GA:

$$
\begin{equation*}
F=\operatorname{sum}\left((D M-P M) \cdot \wedge^{2}+50 \times(P M==0)\right) \tag{1}
\end{equation*}
$$

In equation (1), the penalty is implemented using the logic expression ( $\mathrm{PM}==0$ ) which returns a value of 1 for each element of 0 from PM ; in the other cases, the returned value is 0 . The ".^2" operator stands for the element-by-element squaring operation.

### 3.3. Constraint setting

The minimum and maximum values are set for each gene. The limit values are grouped in a 2-rows constraint matrix with a number of columns equal to the chromosome's length. In this way, all constraints are specified.

The constraints are then checked to be fulfilled during the generation of the initial population and also after application of the mutation operator. The cross-over operator is preserving the constraints because, in the used encoding, the minimum and maximum values of a gene on a certain position $k$ are the same for every chromosome.

### 3.4. Initial population

An initial population is generated using a default functionality of the "MATLAB Genetic Algorithms and Direct Search" toolbox [11]. The generated population satisfies the minimum and maximum values from the constraint matrix. A value of 2000 was used for the GA population size.

### 3.5. Mutation operator

A customized algorithm was implemented for the mutation operator. This modifies the values of the genes with a random value that preserves the allowed range; mutated genes were kept between the allowed minimum and maximum.

$$
\begin{equation*}
\text { mutation_f }_{-} \mathrm{fr}=1-\text { crossover }_{-} \mathrm{fr}-\frac{\text { elitism_individuals }_{\text {population_size }}}{\text { por }} \tag{2}
\end{equation*}
$$

The fraction for mutation was set to approx 0.4 and it is computed like in equation (2), where the used terms are self-explanatory.

### 3.6. Cross-over operator

The customized crossover operator is a multipoint crossover version, as it is implemented in the GADS toolbox [11]. By itself, this operator preserves the range of the allowed values for genes. The crossover fraction was set at 0.6.

### 3.7. Elitism

The elitism operator is set to select 1 individual (the best one) for the next generation.

### 3.8. Other genetic algorithm settings

It was used tournament selection with proportional scaling of the fitness.

## 4. Results

A database with 29 peoples was used for the experiment. 19 employees are assigned to the section \#1 and the remaining 10 employees are assigned for the section \#2.

Figure 1 shows the Gantt type charts of an one-week schedule for employees from the first section/department. Only the employees who belong to the first department are scheduled for the section \#1.

Figure 2 shows the schedule of employees from the section \#2 as Gantt type charts. Similarly, only the employees who belong to the second department are scheduled for the section \#2.


Figure 1. Gantt chart for the employees from the section 1. The black bar drawn on the line <ID> represents the working time for the employee having the corresponding id. The points, from which the bars are consisting, are plotted centered on the corresponding abscissa.


Figure 2. Gantt chart for the employees from the section 2. The black bar drawn on the line <ID> represents the working time for the employee having the corresponding id. The points, from which the bars are consisting, are plotted centered on the corresponding abscissa.
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Figure 3. The coverage with employees for the section 1. The light-gray bars represent the counted scheduled employees. The dark-gray bullets are the real-number values for the target coverages.

The height of the light-gray bars from the figures 3 and 4 are obtained by counting, for each time division, the number of the scheduled employees, in fact the number of black bars found for each abscissa in figures 1 and 2, respectively.


Figure 4. The coverage with employees for the section 2. The light-gray bars represent the counted scheduled employees. The dark-gray bullets are the real-number values for the target coverages.

In figure 3 and figure 4, for the sections \#1 and \#2, the requested coverages with employees are shown with thick line and the obtained coverages are shown as bars. The coverages are computed from 30 to 30 minutes; but on graphic, for every quarter of hour, a point and a bar, respectively, are placed.

Table 5. Requested and scheduled employees for the section \#1, Monday and Sunday

|  | Monday |  |  | Sunday |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | R | S | D | R | S | D |
| 8.00-8.30 | 2,73 | 1 | 1 | 5,63 | 4 | 1 |
| 8.30-9.00 | 2,73 | 2 | 0 | 5,63 | 5 | 0 |
| 9.00-9.30 | 2,73 | 2 | 0 | 5,63 | 6 | 0 |
| 9.30-10.00 | 2,73 | 2 | 0 | 5,63 | 6 | 0 |
| 10.00-10.30 | 2,73 | 2 | 0 | 5,63 | 6 | 0 |
| 10.30-11.00 | 2,73 | 3 | 0 | 5,63 | 6 | 0 |
| 11.00-11.30 | 2,73 | 3 | 0 | 5,63 | 6 | 0 |
| 11.30-12.00 | 2,73 | 3 | 0 | 5,63 | 6 | 0 |
| 12.00-12.30 | 2,73 | 3 | 0 | 5,63 | 6 | 0 |
| 12.30-13.00 | 2,73 | 4 | 1 | 5,63 | 5 | 0 |
| 13.00-13.30 | 4,37 | 4 | 0 | 5,63 | 5 | 0 |
| 13.30-14.00 | 4,37 | 4 | 0 | 5,63 | 5 | 0 |
| 14.00-14.30 | 4,37 | 4 | 0 | 5,63 | 6 | 0 |
| 14.30-15.00 | 4,37 | 4 | 0 | 5,63 | 6 | 0 |
| 15.00-15.30 | 4,37 | 4 | 0 | 5,63 | 5 | 0 |
| 15.30-16.00 | 4,37 | 4 | 0 | 5,63 | 6 | 0 |
| 16.00-16.30 | 4,37 | 5 | 0 | 5,63 | 5 | 0 |
| 16.30-17.00 | 4,37 | 4 | 0 | 5,63 | 5 | 0 |
| 17.00-17.30 | 4,37 | 4 | 0 | 5,63 | 6 | 0 |
| 17.30-18.00 | 4,37 | 4 | 0 | 5,63 | 6 | 0 |
| 18.00-18.30 | 4,78 | 6 | 1 | 9,38 | 10 | 0 |
| 18.30-19.00 | 4,78 | 5 | 0 | 9,38 | 10 | 0 |
| 19.00-19.30 | 4,78 | 5 | 0 | 9,38 | 10 | 0 |
| 19.30-20.00 | 4,78 | 5 | 0 | 9,38 | 10 | 0 |
| 20.00-20.30 | 4,78 | 5 | 0 | 9,38 | 10 | 0 |
| 20.30-21.00 | 4,78 | 4 | 0 | 9,38 | 10 | 0 |
| 21.00-21.30 | 4,78 | 4 | 0 | 9,38 | 9 | 0 |
| 21.30-22.00 | 4,78 | 4 | 0 | 9,38 | 8 | 1 |
| Total | 109,2 |  | 3 | 187,6 |  | 2 |
| Relative error |  |  | 2,75 |  |  | 1,07 |

Table 5 presents an example of requested ( R column) and scheduled ( S column) employees computed for the section \#1, on Monday and Sunday. The absolute value of the integer part of the difference between the number of requested and scheduled employees (see equation 3) can be found in D column.

$$
\begin{equation*}
D=a b s(\operatorname{int}(R-S)) \tag{3}
\end{equation*}
$$

The relative scheduling error is computed using the equation 4 ,

$$
\begin{equation*}
r e l_{-} \text {err }=100 \times \frac{\sum D}{\sum R} \tag{4}
\end{equation*}
$$

were D and R are the difference and requested columns from Table 5.

Table 6. Relative daily scheduling error

|  | Daily error for <br> Section \#1 | Daily error <br> for Section \#2 |
| :--- | :---: | :---: |
| Monday | 2,75 | 1,00 |
| Tuesday | 4,11 | 1,07 |
| Wednesday | 2,73 | 3,47 |
| Thursday | 4,58 | 1,14 |
| Friday | 3,81 | 1,11 |
| Saturday | 2,00 | 1,11 |
| Sunday | 1,07 | 3,62 |
| Average of error | 3,01 | 1,79 |

In Table 6, the relative scheduling errors computed for each day in both sections are shown. The average error for the first section is $3.01 \%$ and $1.79 \%$ for the second section, leading to an average of $2.40 \%$. The maximum error is $4.58 \%$; it was obtained Thursday, in the section \#1. The minim error was obtained Monday, on the section \#2; the error value was $1.00 \%$.

## 5. Conclusion

The accuracy obtained for coverage with employees for the three intervals in a day, for all week days, and for both departments, are all inline with the customer's level of satisfaction and acceptance.

In conclusion, the results appear to show that this employee scheduling problem with constraints has an acceptable solution via the genetic algorithm approach.

As further work, the employees' skills to work on both sections will be taken into account. A new optimization task is to allow that employees from one section to be scheduled for the other section too. We expect to get a better precision in obtaining the target coverages.
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